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THE UBIQUITOUS PROBLEM OF EMPTY NAMES*

Until a little under thirty years ago, the orthodox view about
proper names was that they had a meaning (or sense), that
this meaning could be captured by a description of some kind

or other, and that these names managed to refer to a particular
individual because the descriptions associated with the names were
definite descriptions. Something like this view was originally and inde-
pendently advocated by Russell and Frege, and championed more
recently by philosophers such as John Searle and Michael Dummett.1

* I am grateful for discussion and comments on earlier drafts of this paper from
Nicholas Agar, Alan Baker, Paul Benacerraf, John Bigelow, Tony Fielding, Lloyd
Humberstone, Frank Jackson, Seahwa Kim, Edwin Mares, Michael Nelson, Gideon
Rosen, Scott Soames, and especially David Lewis.

1 Of course, this is not a complete specification of the descriptive theorist’s position.
She will have to say much more before she can claim to be proffering a theory about
the semantics of proper names. The descriptivist will at least have to provide an
answer to the following questions:

(i) What kind of association is to hold between the name and the description?
Can the name-description pair vary from speaker to speaker? Are they occasion
dependent, so that even for a single speaker, there may be different name-description
pairs on different occasions?

(ii) How close does the fit between an individual and set of descriptions have to
be before the name associated with the descriptions is to count as referring to
that individual?

(iii) Must the relevant descriptions associated with a name pick out a unique
individual? What happens if there is more than one candidate for the referent of
the name?

(iv) How are we to analyze the relevant definite descriptions? Should we follow
Frege and treat them as singular terms (“Über Sinn und Bedeutung,” Zeitschrift für
Philosophie und Philosophische Kritik, c (1892): 25–50, “On Sense and Meaning,” Max
Black, trans., Philosophical Review, lvii (1948): 209–30)? Should we follow Russell and
treat them quantificationally (“On Denoting,” Mind, xiv (1905): 479–93)? Should
we follow Delia Graff and treat them (at least sometimes) as predicates (“Descriptions
as Predicates,” Philosophical Studies, cii (2001): 1–42)?

(v) What kind of description will count as a reasonable candidate for capturing
the sense or meaning of a proper name? Saul Kripke has shown us that not just any
uniquely identifying description will do.

0022-362X/04/0106/277–98  2004 The Journal of Philosophy, Inc.
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Descriptive theories have recently been contrasted with direct refer-
ence theories. The most basic tenet of any direct reference theory is
that the semantic value of any proper name is nothing over and above
the individual to which it refers. According to this view, the meaning
of a name cannot adequately be captured by a description of any
kind. Direct reference theorists typically supplement this tenet with
the further thesis that any simple sentence containing an occurrence
of a proper name expresses a singular proposition—a proposition in
which the individuals referred to occur as constituents—if it expresses
a proposition at all. This view was originally advocated by Mill, has
been vigorously defended by authors such as David Kaplan, Nathan
Salmon, and Scott Soames, and has been supported by arguments
found in the work of Keith Donnellan, Saul Kripke, Ruth Barcan
Marcus, and Hilary Putnam. Indeed, it would not be unreasonable
to suggest that this view has become the new orthodoxy.

When philosophers do their accounting—that is, when they come
to compare the merits and shortcomings of the two theories—it is
often suggested that sentences containing an occurrence of an empty
name are not well accounted for by the direct reference theorist,
whereas descriptive theories can handle them with ease. Such a pro-
nouncement has been made by descriptivists and direct reference
theorists alike.

Descriptivists have often taken such considerations as a significant
point against—if not a complete refutation of—direct reference theo-
ries, without even conceiving that similar considerations might also
tell against their particular variety of descriptivism. To illustrate, con-
sider the following:

Russell instructs us to test a logical and semantical theory by “its capacity
for dealing with puzzles.” His own theory of ordinary proper names
nicely passes muster with respect to...[two] such puzzles: those presented
by empty proper names, [and, as a special case] by negative existentials
containing proper names.... On the other hand the anti-Fregean view...
founders on these rocks.2

[The Kripkean] criticism of the description theory has been widely
accepted as showing that no description theory of proper names is
tenable. As a consequence…the problem that Millians face in the area
of language has gone virtually unnoticed. This is unfortunate. The cause
of philosophical understanding as well as the cause of descriptivism
would have been better served had the problem received the attention

2 Alvin Plantinga, “The Boethian Compromise,” American Philosophical Quarterly,
xv (1978): 129–38, here p. 129–30.
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it deserves…[for] in the area of language, a strong case can be made
against Millianism, in connection with the phenomena of names with-
out bearers.3

Likewise, direct reference theorists tend to acknowledge that empty
names present a problem for their theory. But when they consider
the problem directly, direct reference theorists either attempt to ex-
plain away the problem or point to more general issues in the philoso-
phy of language which are supposed, on balance, to vindicate their
semantic theory. The interesting point to notice when one comes
across any such evaluation, however, is that it is almost universally
conceded—either implicitly or explicitly—that the descriptivist has
no problem on this score. Consider the following appraisal of the
philosophical landscape set forth by three direct reference theorists:

There are two major types of theories of the meaning of proper names:
Millian and Fregean.... Each theory (type) has its apparent successes
and failures, and, often, what is regarded as one’s failure is viewed
as its rival’s success.... [There are] two such problems for the Millian
theory...the problem of negative existentials...and the problem of non-
referring names.4

The issues surrounding the use of non-denoting names are of particular
interest to those philosophers who hold to a version of the direct refer-
ence theory for names and indexicals...Russell solves the problem of
non-denoting proper names by claiming that proper names should be
semantically viewed as definite descriptions.... From the direct reference
perspective, however, Russell’s puzzle about non-denoting proper names
remains a puzzle.5

In “On Denoting,” Russell trumpeted his Theory of Descriptions...for
its ability to handle a variety of puzzles that arise on his theory that the
semantic content of a singular term is solely its referent (denotation,
designatum). The puzzles are primarily: Frege’s Puzzle about � � � ;
the more general problem of substitution failure in certain contexts,
especially those ascribing propositional attitude; the question of content
and truth value for sentences involving nonreferring terms; and as a
special case, true negative existentials.... It has been objected that the

3 Jerrold Katz, “Names without Bearers,” Philosophical Review, ciii (1994): 1–39,
here pp. 2–3.

4 T.C. Ryckman, “The Millian Theory of Names and the Problem of Negative
Existentials and Non-referring Names,” in D.F. Austin, ed., Philosophical Analysis: A
Defense by Example (Boston: Kluwer, 1988), pp. 241–50, here p. 241.

5 Gregory Fitch, “Non Denoting,” Philosophical Perspectives, vii (1993): 461–86, here
pp. 461–62.
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second two problems are sufficient by themselves to refute Millianism
even if the first two problems are not.6

Salmon later essentially concedes that the problem is a special prob-
lem for direct reference theorists:

A Millian like myself...may not avail him/herself of the Theory of Descrip-
tions to solve the problem of sentences with non-referring names. If �
is a proper name, referring or not, it is not a definite description, nor
by the direct reference theorist’s lights does it ‘abbreviate’ any definite
description. Direct reference theory thus excludes application of the
Theory of Descriptions [to solve this problem].... For similar reasons,
the direct reference theorist is also barred from using Frege’s sense-
reference distinction to solve the difficulties (ibid., p. 285).

It is my contention, however, that this common perspective is mis-
taken. To the extent that the direct reference theorist has a problem
with empty names, the descriptivist has one also, and it is the aim of
this paper to explain why.

i. direct reference (and the problem of empty names)
In order to illustrate the problem empty names present the direct
reference theorist, consider the following sentences.

(1.1) Sherlock Holmes exists.
(1.2) Ebenezer Scrooge exists.
(1.3) Ebenezer Scrooge is a detective.
(1.4) Sherlock Holmes is a detective.
(1.5) Ebenezer Scrooge does not exist.
(1.6) According to the novel, A Christmas Carol, Ebenezer Scrooge exists.
(1.7) According to the Conan Doyle stories, Sherlock Holmes is a de-

tective.

Common sense tells us that sentences (1.1)–(1.7) are meaningful—
that is that they express propositions—and that (at least some of)
these propositions have a classical truth value. Sentences (1.1) and
(1.2), for example, express false propositions; sentences (1.5)–(1.7),
on the other hand, express true propositions. It has sometimes been
maintained that the direct reference theorist cannot agree (cf. Katz,
op. cit.). The worry can be put as follows: sentences containing a (non-
mentioned) occurrence of a nonreferring name obtain their meaning
compositionally; their meaning is determined in some way by the
meaning of their parts and the manner in which they are combined.
Each part of a sentence plays some role in determining which proposi-

6 Nathan Salmon, “Nonexistence,” Noûs, xxxii (1998): 277–319, here pp. 277–78.
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tion is expressed by that sentence. Thus, such a sentence expresses
a proposition only if each of its parts has some meaning. But according
to the direct reference theorist, the meaning or semantic value of a
name just is its referent. She thus seems forced to concede that
sentences containing a nonmentioned occurrence of an empty name
express no proposition at all. The embarrassment for the direct refer-
ence theorist, then, is that sentences (1.1)–(1.7) do seem to express prop-
ositions.

It has often been noted, however, that the direct reference theorist
can provide a simple and straightforward response to this kind of
objection. She might stipulate that a simple subject/predicate sen-
tence will be true if and only if the subject expression refers to an
object (or objects) which has (have) the property expressed by the
predicate; it will be false otherwise.7 Thus, any sentence of the form
‘a is F ’ will be false if the name ‘a’ has no referent. It will also be part
of this view that when such sentences occur within the scope of a
sentential operator, the complex sentence may be true. According to
this semantic picture, sentences (1.1)–(1.4) express false propositions,
for they are simple sentences with an empty subject expression. Be-
cause sentence (1.5) is simply the negation of (1.2), and because
(1.2) expresses a false proposition, (1.5) will express a true proposi-
tion. Because a fictional operator is a nontruth-functional operator,
it can consistently be maintained that (1.6) and (1.7) are both true,
even though the embedded sentences are false. It is important to
note that this suggestion is consistent with the compositionality princi-
ple; the proposition expressed by any of the above sentences is a
function of the semantic values, or lack thereof, of the constituents of
that sentence.

This view can be wedded to a theory of singular propositions. It can
be maintained that declarative sentences containing a nonmentioned
occurrence of a proper name express singular propositions. When a
declarative sentence contains an occurrence of an empty name—a
name with no semantic value—it will express a special kind of singular
proposition: a gappy proposition. A gappy proposition has a proposi-
tional structure like any other singular proposition, but one of the
positions is left unfilled.8

7 Cf. T.J. Smiley, “Sense without Denotation,” Analysis, xx (1960): 125–35.
8 Cf. David Kaplan, “Demonstratives,” in Joseph Almog, John Perry, and Howard

Wettstein, eds., Themes from Kaplan (New York: Oxford, 1989), pp. 481–564; David
Braun, “Empty Names,” Noûs, xxvii (1993): 449–69; Fred Adams and Robert Stecker,
“Vacuous Singular Terms,” Mind and Language, ix (1994): 387–401; Graham Oppy,
“The Philosophical Insignificance of Gödel’s Slingshot,” Mind, cvi (1997): 121–41;
and Salmon, “Nonexistence.”
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Let me illustrate, using a notation that is hopefully self-explanatory.
According to the gappy proposition view, (1.3) and (1.4) both gener-
ate the following gappy proposition: �GAP, being-a-detective�. Like-
wise, (1.1) and (1.2) generate the following proposition: �GAP, ex-
ists�. Because these propositions (like the sentences that express
them) are simple, all such propositions are false. Sentence (1.5)—the
negation of (1.2)—will generate the complex gappy proposition:
�NOT �GAP, exists��. Because the proposition expressed by (1.2)
is false, the proposition expressed by (1.5) is true. Sentences (1.6) and
(1.7) will respectively generate the following complex gappy propositions:
�FictionSH �GAP, being-a-detective�� and �FictionCC �GAP, exists��.
It can consistently be maintained that both propositions are true.
This is all as we should expect.

This popular answer to the problem outlined above has the advan-
tage of agreeing with common sense insofar as it allows (i) that senten-
ces containing an occurrence of an empty name are meaningful,
that is, that they express a proposition, and (ii) that the proposition
expressed by such sentences can have a (classical) truth value. But
the view has the disadvantage of disagreeing with common sense
insofar as the theory entails that any two simple sentences, differing
only with respect to the empty name contained therein, will express
the same proposition. As a consequence, an adherent of this view
appears committed to the thesis that substitution of one empty name
for another in nonextensional contexts will always preserve the truth
value of those sentences. But this does not seem right. Consider again
sentences (1.6) and (1.7):

(1.6) According to the novel, A Christmas Carol, Ebenezer Scrooge exists.
(1.7) According to the Conan Doyle stories, Sherlock Holmes is a de-

tective.

And compare them to the following:

(1.8) According to the novel, A Christmas Carol, Sherlock Holmes exists.
(1.9) According to the Conan Doyle stories, Ebenezer Scrooge is a de-

tective.

Recall that, if we accept the direct reference theorist’s solution to the
original problem, the embedded simple sentence in (1.6) expresses
the very same proposition as that expressed by the embedded simple
sentence in (1.8). Likewise, the embedded sentence in (1.7) expresses
the same proposition as that expressed by the embedded sentence
in (1.9). As a consequence, (1.6) and (1.8) should express the very
same proposition, and therefore have the very same truth value; so
too should (1.7) and (1.9). But nothing could be further from the
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truth. While (1.6) is true, (1.8) is false; (1.7) is true, yet (1.9) is false.9

This, I maintain, is the main difficulty empty names present the direct
reference theorist.

The problem, though, is not a problem for the direct reference
theorist alone. It is a difficulty for the descriptivist also. Or more
precisely: there is a similar problem for any descriptivist who embraces
the plausible thesis that names are rigid designators.

ii. descriptivism and the rigidity thesis
Kripke, in his groundbreaking monograph Naming and Necessity,10

argued that proper names, as they occur in natural languages, are
rigid designators. A term t is a rigid designator if and only if t designates
the very same object in every possible world in which t designates
anything at all. This definition of rigidity, however, is multiply ambigu-
ous; it allows us to distinguish a number of different senses in which
a designating term can be rigid. We can make them explicit as follows:

A term t is vacuously rigid if t designates no object in any possible world;
t is nonvacuously rigid if it designates some object o in some possible
world, and in no world designates an object other than o. If t designates
o in every possible world, whether or not o exists there, we call t obstinately
rigid. If t designates o in all and only those worlds where o exists, we
call t persistently rigid. If t designates o in only some of the worlds in
which o exists, and in no others, we call t tenaciously rigid.

Which notion of rigidity does the semantic theorist have in mind
when she defends the thesis that names are rigid designators? She is

9 Fictional contexts, therefore, are (or appear to be) opaque contexts. It is a well-
known fact that opaque contexts present a problem for direct reference theorists.
But the literature on the subject has tended to focus on propositional attitude contexts
rather than fictional contexts, for it appears that in such contexts, substitution of
names—that is, either empty names or referring names—with the same semantic
value will not always preserve the truth of what is said. It might be thought, therefore,
that empty names per se, do not present a special problem for direct reference
theories; perhaps the problem presented above is merely an instance of a more
general problem. Nonetheless, there are two reasons for thinking sentences con-
taining an occurrence of an empty name uttered in such contexts are of special
interest: (i) if our attention is focused on empty names rather than referring names,
we notice a similar substitutivity problem arises for the descriptivist, and (ii) various
responses proffered by direct reference theorists to substitutivity problems in proposi-
tional attitude contexts—cf. especially Salmon, Frege’s Puzzle (Cambridge: MIT, 1986);
and Soames, “Direct Reference, Propositional Attitudes, and Semantic Content,”
Philosophical Topics, xv (1987): 47–87—are less plausible when we consider empty
names in fictional contexts.

10 “Naming and Necessity,” was first published in Gilbert Harman and Donald
Davidson, eds., The Semantics of Natural Language (Boston: Reidel, 1972); reprinted
in monograph form (with preface added) (Cambridge: Harvard, 1980). All page
references are to the later edition; hereafter NN.
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not claiming that names are tenaciously rigid. Proper names are not
tenaciously rigid,11 but there are other designators that are good
candidates for this title. Consider the definite description ‘the father
of Saul Kripke’. If we embrace the plausible assumption that Kripke
could not have had a different father, it might be supposed that this
description is tenaciously rigid. The description ‘the father of Saul
Kripke’ designates the same individual, Myer Kripke, in every possible
world in which it designates anything at all. It does not designate him
in those worlds in which he does not exist, and (perhaps) it does not
designate him in those worlds in which he is not a father.

The semantic theorist is thus forced to choose between the thesis
that proper names are obstinately rigid designators and the thesis that
proper names are persistently rigid designators. The overwhelming
majority of philosophers who discuss the issue suggest that the right
notion of rigidity is the first: proper names are obstinately rigid desig-
nators.12 They reason as follows. Consider the sentence ‘David Kaplan
might not have existed’. Since Kaplan is not a necessary existent, this
sentence must be true (that is, express a true proposition). According
to the accepted semantics for such statements, this sentence is true
only if there is a possible world in which ‘David Kaplan does not exist’
is true. But if proper names were only persistently rigid—if ‘David
Kaplan’ designated nothing in those worlds in which he did not

11 Or: most names are not tenaciously rigid. David Lewis has pointed out to me
that there is a case to be made for the hypothesis that some proper names are
tenaciously rigid. Perhaps ‘Elizabeth II’ is tenaciously rigid, if that name (as used by
us in this world) does not designate Elizabeth in worlds where she exists but never
takes the throne. Perhaps the new names taken by bishops when they become popes,
or the name ‘Great Leader’ as used to designate Kim Jong-Il of North Korea, are
also tenaciously rigid.

12 Cf. Kaplan, “Demonstratives,” and “Bob and Carol and Ted and Alice,” in Jaakko
Hintikka, Julius Moravcsik, and Patrick Suppes, eds., Approaches to Natural Language
(Boston: Reidel, 1973), pp. 490–518; Colin McGinn, “Rigid Designation and Semantic
Value,” Philosophical Quarterly, xxxii (1982): 97–115; Esa Saarinen, “How to Frege a
Russell-Kaplan,” Noûs, xvi, 2 (May 1982): 257–276; Salmon, Reference and Essence
(Princeton: University Press, 1981); and A.D. Smith, “Rigidity and Scope,” Mind,
xciii (1984): 177–93, and “Semantical Considerations on Rigid Designation,” Mind,
xcvi (1987): 83–92. There are, however, two notable exceptions. Kripke categorically
denies that the view of proper names that he intended to defend is the view that
names are obstinately rigid. But he does not, as is often maintained, mean to suggest
that they are persistently rigid either. Kripke intended to be deliberately neutral on
this issue. Kripke’s views on this matter are made clear in note 21 of NN, and in
Kaplan, “Demonstratives,” pp. 569–71. Robert Steinman—“Kripke Rigidity versus
Kaplan Rigidity,” Mind, xciv (1985): 431–42—does defend the view that proper
names are persistently rigid and not obstinately rigid. A good response to Steinman
is to be found in Smith, “Semantical Considerations on Rigid Designation.”
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exist—then the sentence ‘David Kaplan does not exist’ would not be
true at any world. Conclusion: proper names are obstinately rigid.13

It is worth noting, however, that there is a further way of characteriz-
ing the notion of rigidity to be found in the literature, a notion that
is quite distinct from the three notions of rigidity defined above. It
may be stated as follows:

A term t is insularly rigid if and only if an utterance of a simple sentence
S that contains a nonmentioned occurrence of t is such that t designates
the same individual as it would if S appeared within the context of a
modal operator.

It is important to note that insular rigidity is not equivalent to any of
the three other notions of rigidity defined above. Nor is it a way of
disambiguating Kripke’s notion. Indeed, Kripke is explicit, in a num-
ber of places, that insular rigidity is a much weaker notion than the
notion of rigidity that he had in mind. Nonetheless, many descriptivists
have embraced this weaker notion, suggesting that it is consistent
with the evidence for the rigidity hypothesis, and therefore any desig-
nator that meets this condition is a good enough candidate for the
name ‘rigid designator’.

Kripke mounts a concerted attack against the ‘Frege-Russell’ theory
of names in Naming and Necessity. There he proffers a variety of argu-
ments designed to persuade us of the untenability of such theories.
Perhaps the most influential of these—the modal argument—can be
reformulated as follows14:

Let ‘N ’ be some name and ‘the F ’ a description that uniquely picks
out N—a purported candidate for the meaning of ‘N ’.

(i) ‘The F might not have been an F ’ is ambiguous.
(ii) If ‘N ’ were used to mean ‘the F ’, then ‘N might not have been an

F ’ would also be ambiguous.
(iii) But ‘N might not have been an F ’ is unambiguously true.
(iv) Therefore, ‘N ’ is not used to mean ‘the F ’.15

13 Of course, such an argument hardly seems compelling in light of the considera-
tions outlined in the previous section. If ‘Kaplan’ designates nothing in worlds in
which he does not exist, and as a consequence ‘Kaplan exists’ expresses a gappy
proposition in those worlds, then the proposition would be false in those worlds,
and moreover its negation would be true.

14 It is interesting to note that Kripke himself does not advance an argument of
this form. However, many commentators on Naming and Necessity—influenced by
Brian Loar, “The Semantics of Singular Terms,” Philosophical Studies, xxx (1976):
353–78—have casually attributed this argument to him.

15 The argument requires some clarification. If we are to assume that the particulars
that are named can possess essential properties, the uniquely identifying description
associated with the name had better not pick out some such property. But as Kripke
observes, this is hardly ever the case. It is rare (if not impossible) that we know enough
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The objection can be applied to those who adopt a theory in which
names are abbreviations of a set or cluster of descriptions.16 According
to the cluster theory, it might turn out that some of the descriptions
associated with a name are false, and yet the name still refers. But
for reference to occur it is necessary that some critical number of
associated descriptions be true—or almost true. Kripke, quite rightly,
has qualms about this modified descriptivism. Consider the following:

Most of the things commonly attributed to Aristotle are things that
Aristotle might not have done at all. In a situation in which he didn’t
do them, we would describe that as a situation in which Aristotle didn’t
do them.... Not only is it true of the man Aristotle that he might not
have gone into pedagogy; it is also true that we use the term ‘Aristotle’
in such a way that, in thinking of a counterfactual situation in which
Aristotle didn’t go to any of the fields and do any of the achievements
we commonly attribute to him, still we would say that was a situation in
which Aristotle did not do these things (NN 61–62).

The modal argument against descriptivism is intimately associated
with Kripke’s doctrine that names are rigid designators. How so? It
should be noticed that ordinary definite descriptions can give rise to
scope ambiguities in modal contexts. That is why the first premise of
the argument is true. Names, on the other hand, do not inherit the
same kind of ambiguity. That is why the third premise of the argument
is true. That names do not give rise to the same kind of ambiguity is
entailed by the fact that names are rigid designators.

Some philosophers, in response to Kripke’s argument, maintain
that while the modal argument rationally compels the semantic theo-
rist to embrace the thesis that names are rigid designators in some
sense, it in no way counts against descriptivism. The semantic evidence
is consistent, it is suggested, with the thesis that names are merely
insularly rigid designators. If this diagnosis of the semantic evidence
in support of the rigidity thesis is right, the descriptivist has at hand
a response to the objection Kripke and others have mounted against
their semantic theory.

The response runs as follows. Kripke is right to maintain that names
are rigid designators; but they are only insularly rigid. This is because
names are equivalent to descriptions that are semantically required to
take wide scope over modal operators occurring in the same sentence.
Thus, Kripke’s objection does not get a hold. If there really is a

about the essential properties of any given individual that our related description will
refer uniquely to that individual.

16 Searle, “Proper Names,” Mind, lxvii (1958): 166–73.
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convention in natural language that proper names, unlike definite
descriptions, always take wide scope over modal operators that occur
in the same sentence, then the second premise of the modal argument
is false. Call this view wide-scope descriptivism.17

It seems that this is an adequate response to the modal argument,
as it is stated above. Nonetheless, it has been maintained by Kripke
and others18 that the argument can be modified in such a way as
to make scope distinctions irrelevant. The modified version of the
argument runs as follows:

Let ‘N ’ be some name and ‘the F ’ a description that uniquely picks
out N—a purported candidate for the meaning of ‘N ’.

(i) ‘The F is an F ’ is true in every world containing a unique F.
(ii) If ‘N ’ were used to mean ‘the F ’, then ‘N is an F ’ would also be

true in every world containing a unique F.
(iii) But ‘N is an F ’ is not true in every world containing a unique F.
(iv) Therefore, ‘N ’ is not used to mean ‘the F ’.

This version of the modal argument has a (supposed) advantage over
the initial version of the argument insofar as the sentences we are
asked to evaluate are simple sentences, and therefore cannot give rise
to the scope ambiguities on which the initial version of the argument
traded. Thus, the response to the initial version of the modal argument
proffered by the wide-scope descriptivist cannot be applied to the
modified version of the argument. The reason, it is suggested, is
that names, unlike descriptions, are obstinately rigid, and not merely
insularly rigid. Thus, descriptivism is false.

Whether or not this modified version of the modal argument deci-
sively refutes wide-scope descriptivism is a matter of some controversy.
Nonetheless, I do not care to adjudicate between the two sides here.19

17 This response to Kripke has been proposed or embraced by an overwhelming
number of philosophers sympathetic to the descriptivist position—see, for example,
B. Brody, “Kripke on Proper Names,” Midwest Studies in Philosophy, ii (1977): 75–80;
Michael Dummett, Frege: Philosophy of Language (Cambridge: Harvard, 1973); Brian
Garrett, “More on Rigidity and Scope,” Logique et Analyse (1984): 97–102; Loar; David
Sosa, “Rigidity in the Scope of Russell’s Theory,” Noûs, xxxv (2001): 1–38; and Paul
Yu, “The Modal Argument against Description Theories of Names,” Analysis, xl
(1980): 208–09. For criticism of this view, see NN 11–12; and Soames, “The Modal
Argument: Wide Scope and Rigidified Descriptions,” Noûs, xxxii (1998): 1–22.

18 See the preface to NN, and James Hudson and Michael Tye, “Proper Names
and Definite Descriptions with Widest Possible Scope,” Analysis, xl (1980): 63–64.

19 Some philosophers have responded to arguments like this by attempting to
show that the premises of the argument are equivalent to sentences which do give
rise to scope ambiguities, and so therefore the argument is unsound for exactly the
same reason that the initial argument is (cf. Graeme Forbes, Languages of Possibility
(New York: Blackwell, 1989); Sosa; and Yu).
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Instead, I merely want to point out that even if this argument were
successful against the wide-scope descriptivist, it would not decisively
refute other varieties of descriptivism. Against Kripke, a descriptivist
can still maintain that the relevant descriptions can be rigidified in
the appropriate way so as to avoid any commitment to the conclusion
of this new version of the modal argument. How might the descriptivist
do this? Let me review one such suggestion.

The descriptivist I have in mind will suggest that the descriptions
offered by Russell, Frege, and others be modified in such a way as to
index them to a possible world. Perhaps the most straightforward way
to do this is to incorporate an actuality operator into the relevant
descriptions. Thus, it might be said that ‘Aristotle’, for example, means
something like the actual pupil of Plato and the actual teacher of
Alexander the Great. This new kind of description is a kind of obsti-
nately rigid designator. So where does Kripke’s modal argument go
wrong? If the definite description used in either version of the argu-
ment is a world-indexed description, premise (i) will be false. Call
this view world-indexed descriptivism.20

We are now in a position to demonstrate that if the descriptivist
seeks to accommodate Kripke’s modal intuitions—and thereby re-
spect the evidence for the rigidity of proper names—she will, some-
where along the line, find herself in trouble. Where we locate the
trouble will depend on which variety of descriptivism—world-indexed
descriptivism or wide-scope descriptivism—is under consideration.

iii. world-indexed descriptivism

Consider the following three theses about Santa Claus:

(3.1) Santa Claus does not exist.
(3.2) Santa Claus might have existed.
(3.3) It is possible that Santa Claus has a beard, lives at the north pole,

climbs down chimneys to give children presents on Christmas
morning, and so forth.

As is well known, the descriptivist (like the direct reference theorist)
can account for our transparent intuition that (3.1) is true. She has

20 This response to Kripke is embraced by philosophers such as Leonard Linsky,
Names and Descriptions (Chicago: University Press, 1977); Plantinga; and Frank Jack-
son, “Reference and Description Revisited,” Philosophical Perspectives, xii (1998): 201–
18. A thorough and sympathetic presentation of the idea is given in Jason Stanley,
“Names and Rigid Designation,” in Bob Hale and Crispin Wright, ed., A Companion
to the Philosophy of Language (Cambridge: Blackwell, 1997), pp. 555–85. For criticism
of this view, see Salmon, Reference and Essence, pp. 26ff. and Soames, “The Modal Ar-
gument.”
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at hand something like the following plausible paraphrase of (3.1)
where ‘F !’ is a predicate like ‘is a unique big fat jolly man who has a
beard and lives at the north pole and so forth’; ‘A’ is the modal
operator ‘actually’21:

(3.1A) ~∃x (AF !x)

Moreover, it is clear that the descriptivist can paraphrase a vast array
of other sentences containing empty names in an intuitively plausible
way. This advantage, though, has all too often been overemphasized.
Let us see why.

Consider first world-indexed descriptivism. The adherent of this
view will paraphrase (3.2) as something like,

(3.2A) �∃x (AF !x)

On this account, (3.2) is false. If it is false that in the actual world,
there is an x that has a beard, lives at the north pole,..., then it is also
false that there is a possible world such that: in the actual world there
is an x that has a beard, lives at the north pole,.... Santa Claus, then,
could not have existed according to world-indexed descriptivism.

It seems to me that this is a prima facie cause for concern. It is a
commonplace that Santa Claus might have existed.22 The modality
here is not an epistemic one. We continue to be disposed to assert
(3.2) once we learn that Santa does not in fact exist. There may
of course be some philosophers, deeply entrenched in their own
theoretical views, who have forgotten that this is the common-sense
view. But it should be clear from Kripke’s own comments on the
subject that to deny (3.2) does some violence to our intuitions. Con-
sider the following:

21 The open formula F !x is simply shorthand for (Fx & ∀y (Fy → x � y)) and can
be read as ‘x is a unique F ’. See J. Crossley and I.L. Humberstone, “The Logic of
‘Actually’,” Reports on Mathematical Logic, viii (1977): 11–29, for a detailed explanation
of the logical behavior of the actuality operator: ‘A’. Of course the wide-scope descrip-
tivist’s translation of (3.1) will omit all occurrences of ‘A’ (cf. paraphrase (3.1B)).

22 In response to the argument I present below against world-indexed descriptivism,
it has sometimes been suggested to me that (3.2) should be taken to mean some-
thing like:

(3.2*) ‘Santa Claus’ might have referred.
If it is, the trouble disappears. But the suggestion seems implausible to me, for

on this view, negative existentials that “use” different names cannot have the same
meaning—they automatically express different propositions. Intuitively, though, it
seems as though the sentence ‘Lè Pere Noël n’existe pas’ can be used to express
exactly the same proposition as that expressed by an utterance of (3.1).
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Holmes does not exist, but in other states of affairs, he would have
existed.23

And later, after a change of opinion:

Some of the views I have are views which may at first glance strike some
as obviously wrong. My favorite example is this (which I probably won’t
defend in these lectures—for one thing it doesn’t ever convince anyone):
It is a common claim in contemporary philosophy that there are certain
predicates (and names) which, though they are in fact empty—have
null extension—have it as a matter of contingent fact.... [A]n example
often given is the example of a unicorn. So it is said that though we
have all found that there are no unicorns, of course there might have
been unicorns. Under certain circumstances there would have been
unicorns. And this is an example of something I think is not the case...
Now I don’t know if I’m going to have time to defend this particular
view, but it’s an example of a surprising one.... So, some of my opinions are
somewhat surprising (NN 23–24, my emphasis).

But commonplaces can be challenged. We often find good reasons
to reject common-sense intuitions, reasons that are independent of
our current theoretical concerns. It is ironic that Kripke himself has
provided the adherent of world-indexed descriptivism with what might
seem to be the required justification.24

Kripke puts forward a number of important considerations that are
meant to persuade us that sentences like (3.2) are in fact false. Kripke’s
discussion focuses for the most part on sentences that contain a
nonreferring natural kind term (like ‘unicorn’). But the most salient
of these considerations pertain to sentences that contain an instance
of a nonreferring proper name. Kripke suggests that no matter what
cluster of properties we have in mind when we use terms like ‘unicorn’
or ‘Santa Claus’, if the term does not refer to any actual object it
cannot refer to any possible object either. Why? Because it is much
harder—if not impossible—to find a description that uniquely picks
out a merely possible individual (or natural kind) than it is to find
one that picks out an actual individual (or natural kind). Any number
of nonactual characters could fit the description found in the Santa
Claus story. Indeed, there may be a single world in which a plurality
of individuals are such that they live at the north pole, have a beard,
own flying reindeer, give out presents early on Christmas morning,

23 Kripke, “Semantical Considerations on Modal Logic,” Acta Philosophica Fennica,
xvi (1963): 83–94, here p. 85.

24 Kaplan, in “Bob and Carroll and Ted and Alice,” makes essentially the same
point in Appendix XI, pp. 505–08.
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and so forth. But recall that the descriptivist and direct reference
theorist alike are in agreement that names are rigid designators. Thus
names can refer to only one (possible) individual. Because there is
no fact of the matter to appeal to when deciding which of these
hypothetical characters would have been Santa Claus, it seems wrong
to suggest that Santa might have existed at all.

Kripke’s argument might seem compelling, and the adherent of
world-indexed descriptivism may well be happy to take it on board.
No matter what one thinks of the argument, though, it is not meant
to show that it is obvious that (3.2) is false. Indeed, Kripke himself
says that his “opinions are somewhat surprising.” Thus, there remains
a residual worry for the descriptivist, a worry that does not pertain to
the direct reference theorist.

One of the main tenets of descriptivism, it will be recalled, is that
names have senses and whenever we are in a position to use a name
we must have the sense associated with it in mind. As has already
been noted, the sense of a name like ‘Santa Claus’, according to
world-indexed descriptivism, can be captured by something like the
following description: ‘The actual jolly fat man who lives at the north
pole, has a beard, and so forth’. The worry we should have, then, is
that once we come to realize that there is no individual who fits that
description, and therefore that Santa Claus does not in fact exist, we
should be in a position to infer immediately that Santa could not
possibly have existed. To fail to make this observation—if we really
had this description in mind whenever we used the name ‘Santa
Claus’—would be to suffer from some rational failing or other, per-
haps because we do not understand the seemingly obvious logical
relation that stands between sentences (3.1) and (3.2), perhaps be-
cause we do not pay attention to (or understand) our own use of the
modal operator ‘actually’. But most people are disposed to assert both
(3.1) and (3.2), and it seems to me that we should be suspicious of
any theory that attributes such widespread stupidity.25

25 An anonymous referee has pointed out that this objection to the wide-scope
descriptivist might not be as costly as I make it appear. It is commonly accepted, for
example, that no human is logically omniscient; that is, humans do not know all of
the logical consequences of what they know. But this is not a reason for attributing
widespread stupidity; to be ignorant of the logical entailments of one’s beliefs is not
a way to be dim-witted or irrational. It might be thought, therefore, that the wide-
scope descriptivist can take succor from this observation. Perhaps our failure to
notice the necessity of Santa Claus’s nonexistence after recognizing that there is no
Santa is simply an instance of this general phenomenon. It seems to me, however,
that my objection is relevantly different in two respects. First, if the world-indexed
descriptivist is right about the content of our beliefs, most people who know that
Santa does not exist not only fail to believe a logical consequence of that belief, they
also believe the negation of such a consequence. Second, if the wide-scope descripti-
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iv. wide-scope descriptivism
It might therefore be hoped that trouble can be avoided if we adopt
instead a kind of wide-scope descriptivism. An adherent of this kind
of descriptivism will be in agreement with common sense insofar as
she is committed to the truth of theses (3.1) and (3.2). She will
presumably paraphrase each as follows:

(3.1B) ~∃x (F !x)
(3.2B) �∃x (F !x)26

There is, however, a problem for an adherent of this variety of descrip-
tivism, a problem analogous to that mounted against the world-
indexed descriptivist.

If it is possible that Santa Claus exists, then it should also be possible
that Santa Claus is an F, where ‘the F ’ is the description capturing the
meaning of the name ‘Santa Claus’. If the second thesis about Santa
is true, the third should be true also. For it is analytic that it is possible
that there exists an F only if it is possible that there exists an F that
is F.

The wide-scope descriptivist, though, cannot agree. Recall that the
wide-scope descriptivist seeks to endorse the rigidity thesis by main-
taining that the logical form of sentences containing a proper name
and a modal operator are such that the description (of which the name
is an abbreviation) invariably takes wide scope. Thus, her translation of
(3.3) should be as follows:

(3.3B) ∃x (F !x & �Fx)

But (3.3B) is clearly false. We have learned that there is no individual
that is picked out by the Santa Claus description, yet (3.3B) says there
is. The account must therefore be rejected.

The arguments outlined in the last two sections spell trouble for
the descriptivist. But the arguments are not knock-down arguments,
and the keen reader will no doubt anticipate a number of potential
escape routes available to the descriptivist. In the sequel I will consider
two such rejoinders, one inspired by Russell, the other by Frege. My

vist were right, the consequence should be a trivial one. And it is a minimal require-
ment of rational agents that they recognize the trivial consequences of their beliefs,
even if they are not required to recognize every logical consequence.

26 Notice that there is no room for any scope ambiguities here, for ‘existence’ is
not treated as a predicate. If, however, it were, sentence (3.2) would instead be
paraphrased as follows: ∃x (F !x & �Ex). Because there is in fact no F, an adherent
of this view is thereby committed to the view that (3.2) is false. Thus, she is vulnerable
to exactly the same objection mounted against the world-indexed descriptivist in
section iii.
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task here is not evaluative; my aim is merely to point out that however
the descriptivist might respond, a parallel and equally plausible re-
sponse is open to the direct reference theorist.

v. the hybrid view
If what I have said thus far is correct, there is trouble in the offing
for the descriptivist who is committed to the thesis that all names—
both those that refer and those that do not—are rigid designators.
But perhaps she need not commit herself to such a thesis; perhaps
all that the preceding discussion shows is that empty names cannot
be rigid designators even if ordinary referring names are.

The adherent of a hybrid variety of world-indexed descriptivism
will suggest that a referring name will be captured by a rigidified
description of the form ‘the actual F ’, whereas a nonreferring name
will be captured by a nonrigidified description of the form ‘the F ’.
Those who embrace a hybrid variety of wide-scope descriptivism, on
the other hand, will suggest that the logical form of any sentence
containing a proper name and a modal operator will vary depending
on whether or not the name refers. If it does, the description associ-
ated with the name will take wide scope; if it does not, the description
will take narrow scope.

The semantic theorist who accepts this kind of hypothesis is in a
position to reconcile her theory with some of our firmest intuitions
about proper names. She will agree with all of Kripke’s modal intu-
itions, except when it comes to the case of empty names. When we
restrict our attention to the case of empty names only, premise (3)
of Kripke’s modal argument—the premise that any sentence of the
form ‘N might not have been the F ’ is unambiguously true—loses
much of its plausibility. For when we come to consider ordinary and
mundane varieties of empty names it is not unreasonable to suppose
that all (or most) of the descriptions we associate with these names
are, so to speak, essential to the characters in question.

Moreover, the proponent of this style of account will be able to
accommodate our intuitions that Santa Claus does not exist, that it
is possible that he exists, and that if he had existed, he might have
been a kind fat jolly man with a beard. An adherent of either variety
of descriptivism about referring names—wide-scope descriptivism or
world-indexed descriptivism—who also advocates the hybrid view
about proper names in general, will suggest that theses (3.1)–(3.3)
have the following logical form:

(3.1B) ~∃x (F !x)
(3.2B) �∃x (F !x)
(3.3H) �∃x (F !x & Fx)
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On this account, then, theses (3.1)–(3.3) are all true. Indeed, thesis
(3.3) is analytic. This is all as we should expect.

Such a proposal commits us to the view that the difference between
the semantic value of an empty name and that of a referring name
is a difference in kind. This difference is postulated because of the
problems outlined in section iii and section iv. Having made such a
concession to the descriptivist, however, we must be prepared to make
a similar allowance for the direct reference theorist.

A number of philosophers sympathetic to the theory of direct refer-
ence, and bothered by the difficulties empty names present this the-
ory, have suggested that so-called empty names are not really names at
all.27 Instead, such terms are treated as disguised descriptions. Because
they are not singular terms, it is maintained, the Millian is not responsi-
ble for interpreting sentences containing an occurrence of an empty
‘name’.28

Whether we choose to call terms like ‘Santa Claus’, ‘Vulcan’, and
‘Sherlock Holmes’ names or not seems of little relevance. The impor-
tant point to note in the present context is that, on such a view, the
semantic value of these terms is of a significantly different kind to
that of referring names. Thus, Currie and Ryckman both offer the
direct reference variant of the hybrid view. To illustrate, consider the
following matrix, representing the alternative views.

Referring Names Empty Names

Descriptivism Rigidified Description Flaccid Description
Direct Reference An Individual Flaccid Description

Whatever the merits and disadvantages of these views, their respective
treatment of empty names is exactly the same in both cases; both
stand or fall together on this issue.29

27 See, for example, Ryckman; and Gregory Currie, The Nature of Fiction (New York:
Cambridge, 1990), chapter 4.

28 Russell’s official view about proper names was very close to the theory pro-
pounded by the hybrid variety of direct reference theory. For Russell, though, the
dichotomy is slightly different; instead of referring names, Russell considers the class
of names we are absolutely certain refer. These names, suggests Russell, are directly
referential. All others are abbreviated definite descriptions.

29 Lewis has suggested to me that there is an alternative kind of hybrid view that
might be proposed by the descriptivist which would evade the problems outlined in
section iii and section iv. Lewis suggests that descriptions generally, and proper
names in particular, are once and for all ambiguous between a rigidified and unrigidi-
fied sense. We therefore have to rely on facts about the conversational context to
determine which kind of proposition the speaker intends to express. This kind of
view is significantly different than the position I outline above insofar as the adherent
of this kind of view has an easy response to Kripke’s modal argument (outlined in
section ii). Unlike the descriptivist of any variety considered thus far, she will deny
premise (3) of the modal argument—the premise that sentences like ‘Aristotle might
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vi. the realist view
Recall that a descriptivist says that names are just abbreviated definite
descriptions and so a sentence containing a proper name has the
same logical structure as a sentence containing a definite description.
We may, however, distinguish two main approaches to the problem
of how best to analyze the logical structure of sentences containing
a definite description.

The first, Fregean, approach treats definite descriptions as singular
terms, so that ‘a is G ’ and ‘the F is G ’ genuinely have the same
sentential structure, though the latter involves a complex singular
term. One virtue of this account is that the logical form of a sentence
like ‘the cat in the hat came to play’ reflects its surface grammati-
cal form.

The second, Russellian, approach denies that definite descriptions
are singular terms. Instead, definite descriptions are treated as a
species of singular restricted quantifier, binding variables rather than
substituting for them, so that ‘a is G ’ and ‘the F is G ’ differ in logical
form. More precisely, a definite description of the form ‘the F is G ’
is paraphrased as follows:

(6.1) ∃x (F !x & Gx)

When outlining the difficulties empty names present the descriptivist,
I have assumed (with Russell) that descriptions are a species of singular
restricted quantifier rather than singular terms. This is not because
I believe the objections do not have force against the Fregean view.
The reason for preferring Russell’s approach over Frege’s starts from
the observation that because the Fregean approach treats definite
descriptions as singular terms, it seems to face a similar problem to
that outlined in section i against the direct reference theorist. Like
the direct reference theorist, Frege is not committed to the view that
sentences containing an occurrence of an (apparently) empty singular
term have no meaning. But Frege, at first blush, seems to be commit-
ted to the view that all such sentences have no (classical) truth value.
For according to Frege, a declarative sentence has a (classical) truth
value only if all singular terms contained therein refer.

not have been a philosopher’ are unambiguously true. Moreover, a descriptivist of
this variety will not have any difficulty accounting for our intuitions about sentences
containing an occurrence of an empty name. It is important to note, however, that
if one finds this kind of view plausible, a similar response to the problem of empty
names is open to the direct reference theorist. She can likewise suggest that proper
names are once and for all ambiguous (between a descriptivist and directly referen-
tial sense).
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Frege maintained that the problem could be solved in a variety of
different ways. But in order to preserve our intuition that all such
sentences express a proposition with a classical truth value, Frege
suggested that a singular term “shall in fact designate an object, and
that no new sign shall be introduced as a proper name without being
secured a reference” (op. cit., p. 70). The way Frege proposes to do
this is to insist that an arbitrary object be provided if necessary. He
says that a singular term “must always be assured of reference by
means of a special stipulation, for example by the convention that 0
shall count as its reference when the concept applies to no object or
more than one” (op. cit., p. 70).

Whatever the merits of this arbitrarily-chosen-object view, it is inade-
quate as an account of the semantics of (so-called) empty names in
natural language.30 There are at least two problems with the approach:
(i) the view appears to give the wrong distribution of truth values to
the following kinds of sentences: ‘Sherlock Holmes is a number’, ‘The
name “Bart Simpson” has a referent’, ‘Johnny believes that Santa
exists because he believes that the number 0 exists’, all of which are
(or appear to be) true according to this hypothesis, and, perhaps more
importantly, (ii) an adherent of this approach appears committed to
the view that substituting one “empty” term for another in any sen-
tence S can never change the truth value of the proposition expressed
by S, for the referent in each case will be the same.31

One way out of this difficulty is to suggest first that there is an
abundance of such objects and second, that the individuals to which
these so-called empty names refer is no arbitrary matter. Perhaps such
names pick out various Meinongian nonexistent objects, or perhaps
they denote abstract particulars, or perhaps they refer to some other

30 Frege, of course, never maintained that this was a way of explaining our intuitions
about empty names as they occur in natural languages. It was a technical solution
to a technical difficulty, that is, a suggestion for side-stepping this problem when we
come to construct an artificial language. Nonetheless, other philosophers, influenced
by the work of Frege (for example, Rudolf Carnap, Alonzo Church, Michael Dum-
mett, and W.V. Quine), have since arrogated to themselves the proposed solution,
and put it forward as a way of understanding natural languages.

31 Frege himself solved the problem, at least in part, by suggesting that in some
nonextensional contexts names and descriptions change their mode of reference.
Instead of referring to an individual, such terms come to refer to their sense. I do
not consider the merits of such a proposal here, however, because (i) it does not
explain why sentences like ‘Sherlock Holmes is a number’ have the truth value they
do; and (ii) this proposal, by itself, is of no help dodging the problems outlined in
section iii and section iv. For an interesting discussion about how such a suggestion
might help the direct reference theorist, though, see Oppy.
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kind of thing altogether.32 But no matter how the realist’s thesis is
spelled out, we have a solution to the problem at hand. Santa Claus
might have existed (because there is such an entity); and if he had,
he would have been a kind fat jolly man (or at least, he would have
been so represented). Moreover, we can leave room for a sense in
which claims like ‘There is no Santa Claus’ are true, so long as we
understand such quantification as implicitly restricted.

Embracing this kind of realism about these supposedly nonexistent
entities also brings into line the Fregean theory with the natural view
that sometimes substituting one nonreferring term for another in a
given sentence can change the truth value of that sentence. But recall
that this was the very same problem facing the direct reference theo-
rist. Consider again sentences (1.7) and (1.9):

(1.7) According to the Conan Doyle stories, Sherlock Holmes is a de-
tective.

(1.9) According to the Conan Doyle stories, Ebenezer Scrooge is a de-
tective.

If the names ‘Ebenezer Scrooge’ and ‘Sherlock Holmes’ are genuinely
nonreferring, then they have the same semantic value—none. And if
two names have the same semantic value, substituting one name for
the other in any given sentence could not change the truth value of
the sentence. As a consequence, (1.7) and (1.9) should express the
very same proposition, and therefore have the very same truth value.
But this is clearly not the case. While (1.7) is true, (1.9) is clearly false.

One way out of the difficulty is to deny the assumption that gives rise
to the problem, the assumption that ‘Sherlock Holmes’ and ‘Ebenezer
Scrooge’ have the same semantic value. The realist does just that by
suggesting that such names are not denotationless terms, but names
that refer to two very different abstract or Meinongian individuals.

32 For independent reasons to adopt this option, see Robert Howell, “Fictional
Objects: How They Are and How They Aren’t,” Poetics, viii (1979): 129–77; Kripke,
“Reference and Existence,” Unpublished Manuscript: Presented as The John Locke
Lectures (1973); Peter Lamarque, “Fiction and Reality,” in Lamarque, ed., Philosophy
and Fiction: Essays in Literary Aesthetics (Aberdeen: University Press, 1983), pp. 52–72;
Jerrold Levinson, “Making Believe,” Dialogue, xxxii (1993): 359–74; Terence Parsons,
Nonexistent Objects (New Haven: Yale, 1980); Peter van Inwagen, “Creatures of Fiction,”
American Philosophical Quarterly, xxiv (1977): 299–08; and Nicholas Wolterstorff,
“Characters and their Names,” Poetics, viii (1979): 101–27. Such authors tend to
focus on the case of fictional names. But it seems to me that the considerations used
by such authors to support the thesis that such names refer apply equally well, for
example, to the case of names that were introduced by mistake, when someone
honestly thought they referred (for example, the name ‘Vulcan’ which was introduced
by Le Verrier to designate the unobserved planet which caused the deviations in
Mercury’s orbit predicted by Newton’s laws of motion and gravity).
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vii. conclusion
And so I rest my case, the case in favor of the hypothesis that empty
names do not present a special problem for the direct reference
theorist; to the extent that the direct reference theorist has a problem
with empty names, the descriptivist has one also. The arguments
presented, though, are not decisive. Perhaps there is a natural way
to dodge the difficulty available only to the descriptivist. The fact that
I have not noticed it may reflect nothing more than a lack of ingenuity
on my part. But, at the very least, it should be clear that this all too
common presupposition can no longer be taken for granted.

stuart brock
Victoria University of Wellington
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DIALECTICAL DELICACIES IN THE DEBATE ABOUT
FREEDOM AND ALTERNATIVE POSSIBILITIES*

It is widely assumed that the freedom necessary for moral responsi-
bility requires alternative possibilities.1 This intuitively compelling
idea, that responsibility presupposes that we have open pathways

branching into the future, is encapsulated in the principle of alternative
possibilities (PAP):

PAP: A person is morally responsible for what she has done only if she
could have done otherwise.2

There are, however, various ways to challenge PAP.3 One invokes
famed “Frankfurt-type” examples, so named after Harry Frankfurt’s
presentation of them. Such examples contain a fail-safe mechanism
that does not play any role in the relevant agent’s actual deliberations,
choices, and behavior but that ensures that the agent deliberates,
chooses, and behaves in just the way in which he does. In his original
examples, Frankfurt relied upon a counterfactual intervener who
monitored the agent and intervened in the agent’s behavior should
the agent show any tendency to do other than what the intervener
desires the agent to do.4 In subsequent refinements, if intervention
is called for, the intervener relies on a “prior-sign” as a cue for such
intervention. To illustrate, consider this prior-sign Frankfurt example:

* We would like to thank John Fischer and Al Mele for their excellent comments
and advice.

1 Philosophers as disparate as Hume and Kant shared this view. For just a few of
the many contemporary examples, see Carl Ginet, On Action (New York: Cambridge,
1990); Robert Kane, The Significance of Free Will (New York: Oxford, 1996); David
Lewis, “Are We Free to Break the Laws?” Theoria, xlvii (1981): 113–21; and Peter
van Inwagen, An Essay on Free Will (New York: Oxford, 1983). As we shall make clear,
some argue that moral responsibility requires freedom, but not freedom involving
alternative possibilities. A minority position challenges the very basic assumption that
moral responsibility requires freedom. For example, in Moral Responsibility and Persons
(Philadelphia: Temple, 1992), Eugene Schlossberger rejects the view that responsibil-
ity is a function of the agent’s acting freely—see, for example, pp. 4–7, 117–18.
Similar ideas are suggested in Nomy Arpaly’s Unprincipled Virtue (New York: Oxford,
2003), pp. 149–79.

2 See Harry G. Frankfurt, “Alternate Possibilities and Moral Responsibility,” this
journal, lxvi, 23 (December 4, 1969): 829–39, on p. 829.

3 We shall focus upon Frankfurt’s well-known approach. For an alternative, see,
for instance, Michael J. Zimmerman, “Taking Luck Seriously,” this journal, xcix,
11 (November 2002): 553–76. Zimmerman argues that considerations of luck im-
pugn PAP.

4 See Frankfurt, pp. 835–36.
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Mork believes that in his circumstances it is wrong for him to lie to
prevent embarrassment. In spite of this, he decides to lie and lies anyway.
As he has no excuse or justification for lying, it seems he is deserving
of blame for lying. Unbeknownst to Mork, though, he could not have
refrained from lying due to the presence of Mindy who has the power
to read and control Mork’s mind. Mindy wields this power partly in
virtue of possessing the following knowledge. Had Mork been about to
refrain from lying, he would have displayed some involuntary sign—a
neurological pattern, N *, in his brain—whereas if he had been about
to lie, he would have displayed a different neurological pattern, N. Had
Mindy detected N *, she would have interceded in Mork’s deliberations
via direct stimulation of Mork’s brain and would, in this way, have caused
Mork to lie. But Mindy detects N, the reliable sign for Mindy that she
need not show her hand at all. As Mork lies on his own, in the absence
of Mindy’s intervention, it seems highly reasonable that Mork acts freely
and is morally blameworthy for lying despite not having alternative possi-
bilities.

In light of such examples, Frankfurt and others have argued that
alternative possibilities are not required for blameworthiness or re-
sponsibility in general. Call those who defend Frankfurt’s argument
Frankfurt Defenders.

A great deal turns upon Frankfurt’s thought experiment.5 If it is
sound, one compelling argument for incompatibilism is defeated.
This incompatibilist argument, the Classical Incompatibilist Argument,
maintains that if determinism is true, no one can do otherwise; free
will and moral responsibility require the ability to do otherwise; there-
fore, if determinism is true, no one has free will, and no one is morally
responsible. Traditionally, compatibilists had wrestled with the Classi-
cal Incompatibilist Argument by challenging the premise that deter-
minism rules out the ability to do otherwise. Frankfurt’s approach
offered compatibilists a way of conceding this premise while un-
dermining this incompatibilist argument on other grounds. If, as
Frankfurt argues, PAP is false, free will and moral responsibility do
not require the ability to do otherwise.

Prior-sign examples have played such a crucial role in this debate
because it has seemed to many that without prior-signs, Frankfurt’s
argument is transparently unconvincing. To illustrate, consider a

5 Some terminology will prove helpful. Determinism is the thesis that, holding
fixed the nonrelational facts of the past and the laws of nature, there is at any instant
exactly one physically possible universe. Compatibilists believe that determinism is
compatible with free will and moral responsibility. Incompatibilists hold that free
will and moral responsibility are incompatible with determinism. Libertarians are
incompatibilists who believe that determinism is false and that some human beings
sometimes act of their own free will.
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Frankfurt example that does not involve a prior-sign. Suppose that
in the above example, Mindy is only able to intervene in Mork’s
conduct after Mork has decided (chosen, formed the intention) not
to lie. Only in this way can Mindy ensure that Mork will lie (or, at
least, utter a falsehood). If this is how the example goes, the advocate
of PAP can simply point to the fact that when Mork freely lies on his
own, even in Mindy’s presence, he did have available a significant
alternative possibility6; he could have decided (chosen, formed an
intention) not to lie. So, the defender of PAP can argue, Frankfurt
examples that do not involve prior-signs are not counterexamples to
PAP. An effective counterexample must rule out any morally signifi-
cant alternative within the voluntary control of the agent. Prior-sign
examples, ex hypothesi, make it so that the ensuring conditions (that
guarantee only one course of action) rule out alternatives prior to
the initial moments of freely willed actions.7

i. the dilemma defense and a neglected horn
One compelling objection to prior-sign examples is couched in terms
of a dilemma.8 If sign N is reliable, in the sense of being infallible, it
can only be because states of the agent prior to the occurrence of
the putatively free action are causally sufficient for this action (and
the sign indicates this). But if that is the case, then a deterministic
relation obtains between the prior-sign and subsequent behavior, and
this begs the question against incompatibilists who believe that deter-
minism is incompatible with freedom or responsibility. If, on the
other hand, sign N is not infallible and is only reliable in some weaker
sense, then an agent who acts freely in a Frankfurt example retains
the ability to do otherwise when she acts on her own. The presence
(or absence) of the prior-sign is consistent with the agent acting in
a manner other than the manner in which she does. Call this defense
of PAP the Dilemma Defense, and call those who advance it, Dilemma De-
fenders.9

6 By a “morally significant alternative possibility” we mean to restrict our attention
only to what some have called “robust” alternatives. Robust alternatives are alterna-
tives that are within the scope of the agent’s control and that can be used as a
(partial) basis for explaining why an agent is morally responsible for her action (or
in their absence, why an agent is not morally responsible for her action).

7 This moment might be called the locus of a freely willed action, the baptismal
point of human freedom or control.

8 See Carl Ginet, “In Defense of the Principle of Alternative Possibilities: Why I
Don’t Find Frankfurt’s Argument Convincing,” Philosophical Perspectives, x (1996):
403–17; Kane, pp. 142–44; and David Widerker, “Libertarianism and Frankfurt’s
Attack on the Principle of Alternative Possibilities,” Philosophical Review, civ
(1995): 247–61.

9 Note that the Dilemma Defense seems only to be available to incompatibilists,
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The Dilemma Defense has instigated an impressive literature. Most
Frankfurt Defenders have attempted to respond only to the second
horn of the dilemma. They have attempted to produce examples that
both rule out all morally significant alternative possibilities and that
do not assume that the agents in the examples are determined.10 With
one notable exception,11 Frankfurt Defenders have ignored the first
horn of the dilemma.

In this paper, we focus principally on this horn—the horn that
objects that the prior-sign cannot presuppose a deterministic relation.
Our primary aim is to bring into relief at least two separate dialectical
contexts that naturally arise in thinking about its presumed signifi-
cance. These contexts can be sorted out by fixing upon two hitherto
unnoticed points. One concerns distinct interpretations of the first
horn. Another concerns the different audiences at which Frankfurt’s
argument can be appropriately directed. We propose that one inter-
pretation of the first horn, the broad interpretation, is most reasonably
suited for a dialectic in which Frankfurt’s argument is directed at a
philosophically committed audience. We also propose that a very differ-
ent interpretation of the first horn, the narrow interpretation, is most
reasonably suited for a dialectic in which Frankfurt’s argument is
directed at an undecided audience.

Distinguishing between these dialectical dynamics is significant be-

since it is only they who are entitled to the objection that, given one horn of the
proposed dilemma, Frankfurt examples might infelicitously presume a determinis-
tic relation.

10 See Ishtiyaque Haji, Moral Appraisability (New York: Oxford, 1998), pp. 30–41;
David Hunt, “Moral Responsibility and Unavoidability,” Philosophical Studies, xcvii
(2000): 195–227, and “Freedom, Foreknowledge, and Frankfurt,” in Widerker and
Michael McKenna, eds., Moral Responsibility and Alternative Possibilities (Aldershot, UK:
Ashgate, 2003), pp. 159–83; Alfred Mele and David Robb, “Rescuing Frankfurt-Style
Cases,” Philosophical Review, cvii (1998): 97–11, and also “BBs, Magnets, and Seesaws:
The Metaphysics of Frankfurt-Style Cases,” in Widerker and McKenna, eds., pp.
127–37; McKenna, “Robustness, Control, and the Demand for Morally Significant
Alternatives,” in Widerker and McKenna, eds., pp. 201–17; Derk Pereboom, “Alterna-
tive Possibilities and Causal Histories,” Philosophical Perspectives, xiv (2000): 119–37,
Living without Free Will (New York: Cambridge, 2001), and “Source Incompatibilism
and Alternative Possibilities,” in Widerker and McKenna, eds., pp. 185–99; and Eleon-
ore Stump, “Libertarian Freedom and the Principle of Alternative Possibilities,” in
Daniel Howard-Snyder and Jeff Jordan, eds., Faith, Freedom, and Rationality: Essays in
the Philosophy of Religion (Lanham, MD: Rowman and Littlefield, 1996), pp. 73–88,
and “Moral Responsibility without Alternative Possibilities,” in Widerker and Mc-
Kenna, eds., pp. 139–58.

11 See John Martin Fischer, “Recent Work on Moral Responsibility,” Ethics, cx
(1999): 93–139, “Frankfurt-Type Examples and Semi-Compatibilism,” in Kane, ed.,
The Oxford Handbook of Free Will (New York: Oxford, 2002), pp. 281–308, and “Free
Will and Moral Responsibility,” in David Copp, ed., Oxford Handbook of Ethical Theory
(New York: Oxford, forthcoming).
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cause a response to the first horn depends crucially upon which
dynamic is presupposed. A response seemingly effective on one inter-
pretation misses the mark on the other. Furthermore, uncovering
these different dialectical contexts will help to unearth and assess
what Dilemma Defenders are centrally committed to. We propose
that, on one interpretation, the Dilemma Defender is obliged to
entertain the possibility that determinism rules out free will for reasons
that have nothing to do with alternative possibilities. We propose that,
on a second interpretation, it is not evident why the Dilemma Defender
should assume that she is entitled to claim that the first horn is
question begging.

ii. two interpretations, two audiences,
and two dialectical situations

The narrow interpretation of the Dilemma Defender’s first horn is
that, in those cases where the prior-sign assumes a deterministic rela-
tion, Frankfurt examples beg the question against the incompatibilist
because the deterministic relation expunges alternative possibilities. It does
so regardless of the other factors figuring in a Frankfurt example
(factors such as counterfactual interveners). In contrast, on the broad
interpretation, in those cases where the prior-sign assumes a determin-
istic relation, Frankfurt examples beg the question against the incom-
patibilist because a deterministic relation obtains—simpliciter. Understood
this way, the concern is that, independently of the importance of alternative
possibilities, Frankfurt-type examples that assume a deterministic rela-
tion cannot be used to convince incompatibilists that free will and
moral responsibility do not require alternative possibilities. According
to the incompatibilist, a determined agent is not free or morally responsi-
ble in the first place.

We now elaborate these interpretations. Beginning with the broad
interpretation, suppose that, dialectically, the situation is this: the
Frankfurt Defender means to persuade incompatibilists, who are al-
ready theoretically committed to a position regarding the free will prob-
lem.12 In this dialectical situation, all that the Frankfurt Defender
wants the incompatibilist to accept is that, if determinism does rule out
the freedom required for moral responsibility, it is not by virtue of

12 We ignore here the yet further dialectical context in which the Frankfurt defender
means to persuade the committed compatibilist. This context has its own unique
problems, but it does not center on contesting the assumption that an agent in a
Frankfurt example is determined. For the best compatibilist resistance to Frankfurt
examples, see Bernard Berofsky’s “Classical Compatibilism: Not Dead Yet,” in Wider-
ker and McKenna, eds., pp. 107–26.
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ruling out alternative possibilities. So the Frankfurt Defender reasons
with the incompatibilist as follows:

Let us work with whatever brand of libertarianism you want (noncausal,
agent causal, or even indeterministic). With one exception, I will grant
all its constituents to you, including the formal incompatibilist requirement
of indeterminism. The exception is just the very point I want to contest—the
necessity of alternative possibilities. On that, I request that you suspend
judgment. Now let me introduce an example that should convince you
that alternative possibilities are irrelevant to moral responsibility and
the sort of freedom required for it.

Call this the Broad Dialectical Situation. On this interpretation of the
situation, it should be clear that the Dilemma Defender’s appeal to
the first horn is unimpeachable ; it is simply a condition of the debate
that the Frankfurt Defender offer a case that does not presume deter-
minism.

Why not couple a committed incompatibilist audience with a narrow
interpretation of the first horn? Assuming that Frankfurt’s argument
is directed to a committed incompatibilist audience, it would be dialec-
tically unfitting to assume that the first horn be assigned a narrow
interpretation. If the Frankfurt Defender is going to grant libertarian
freedom to an incompatibilist audience, and if the incompatibilist is
going to allow Frankfurt a fair hearing, then the incompatibilist must
be willing to put something on the table. She must be willing to
concede that there is a subject of dispute which she is not simply
entitled to treat in incompatibilist terms. If, in this dialectical context,
what she would find objectionable about a Frankfurt example is the
very fact that an agent in it had no alternative possibilities, then she
would not in fact be prepared to suspend judgment on the very point
Frankfurt wishes to dispute.

A further observation about the Broad Dialectical Situation merits
attention. Suppose that the compatibilist Frankfurt Defender succeeds
in convincing the incompatibilist that free and morally responsible
agency does not require alternative possibilities.13 The compatibilist
Frankfurt Defender would then want to advance further arguments in
opposition to the incompatibilist. This is because the sort of incompat-
ibilist prepared to consider Frankfurt examples in this dialectical

13 In discussing the Broad Dialectical Situation, we are fixing upon the compatibilist
Frankfurt Defender. This, however, is only to bring into relief the further debates
that might arise between compatibilists and incompatibilists if Frankfurt’s argument
is successful. We recognize that Frankfurt’s argument is also available to incompatibil-
ists who do not think that the incompatibility of determinism and free will turns
upon alternative possibilities.
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context would not be willing to concede that if Frankfurt’s argument
is sound, incompatibilism is therefore false.14 Hence, in the Broad Dialec-
tical Situation, this sort of incompatibilist, to begin with, approaches
the debate over the Frankfurt-type examples under the assumption
that perhaps determinism could be shown to rule out freedom and
moral responsibility independently of ruling out alternative possibilities.
And while this sort of incompatibilist might have initially assumed,
prior to entertaining Frankfurt’s argument, that it is sufficient to
argue for incompatibilism by arguing that determinism rules out
alternative possibilities, she would not be willing to grant that it is
necessary. Were she to think it necessary to argue for incompatibilism
by fixing upon alternative possibilities, then it would not make sense
for her to suspend her commitment to alternative possibilities while
considering a case of a libertarian free agent acting in a Frankfurt
example.

Now consider a narrow interpretation of the first horn. As we argued
above, the narrow interpretation of the first horn is not dialectically
suited for a context in which Frankfurt’s argument is meant to engage
directly a committed incompatibilist audience. We therefore propose
that the narrow interpretation is better suited for a context in which
Frankfurt’s argument is directed at those who are undecided about the
free will problem, those who have not yet committed to compatibilism
or incompatibilism. Indeed, irrespective of the compatibility question,
this undecided audience is not even prepared to specify what sorts
of constituents are necessary for the freedom moral responsibility
requires. Hence, they have no settled convictions as to whether, for
example, freely willed conduct requires higher-order identification
with one’s own springs of action, or if it requires responsiveness to
reason, or if it requires alternative possibilities, and so forth. This
audience amounts to what in the political landscape might be called
“undecided voters.”

Clearly, given this dialectical target—the undecided—a critic of
Frankfurt’s argument is certainly not entitled to the broad interpreta-
tion of the first horn. That is, the Dilemma Defender is not entitled
to the complaint that the prior-sign in a Frankfurt example assumes
a deterministic relation simpliciter. In this dialectical context, it is not
to be assumed that this is objectionable; it might not be. On the other

14 In fact, several prominent incompatibilists are in precisely this position. See,
for example, Hunt; Pereboom, “Determinism al Dente,” Noûs, xxix (1995): 21–45, and
Living without Free Will; Stump, “Libertarian Freedom and the Principle of Alternative
Possibilities”; and Linda Zagzebski, “Does Libertarian Freedom Require Alternative
Possibilities?” Philosophical Perspectives, xiv (2000): 231–48.
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hand, relying upon the narrow interpretation, the Dilemma Defender
might think it reasonable to object that if determinism already rules
out alternative possibilities, then there is no work for a Frankfurt
example to do. The counterfactual intervener adds nothing; the argu-
ment evaporates. We shall now develop this point.

Given a narrow interpretation of the first horn, consider the follow-
ing dialectical context: the Frankfurt Defender invites an undecided
audience to imagine a case of an agent who, prima facie, performs
an uncontroversially blameworthy action, an action for which she is,
prima facie, morally responsible. This audience makes no theoretical
demands upon the metaphysical nature of this agent but simply as-
sumes for argument’s sake that we have a normally functioning per-
son. Furthermore, no assumption is made as to whether the agent is
determined, whether compatibilism or incompatibilism is true, or
anything of the sort. In fact, it remains open whether the thesis of
hard determinism is true and, hence, whether any agent acts of her
own free will or is morally responsible for anything. (In this case,
agents would merely be prima facie morally responsible for their
seemingly blameworthy actions.) The Frankfurt Defender then asks
this audience to accept that an agent’s freedom and responsibility, if
indeed any agent possesses these things, does not require alternative
possibilities. So the Frankfurt Defender adds a counterfactual inter-
vener to the case to do the work of eliminating the disputed alterna-
tives, inviting the undecided audience to see that the lack of alterna-
tives is thereby shown to be irrelevant to the blameworthiness of an
agent’s conduct. Now, given this dialectical context, the Dilemma
Defender might protest:

In a case in which the agent is determined, on one (admittedly disputed)
view, the elimination of alternatives is rendered complete prior to the
addition of the counterfactual machinery. And if an undecided audience
grants that such an agent is even prima facie free and morally responsible
without that machinery, as the incompatibilists might see it, this audience
will have been duped into granting Frankfurt’s point at the outset.
Hence, a condition of this debate is that, absent Frankfurt’s counterfac-
tual machinery, it must be beyond dispute that an agent does have
alternative possibilities.

Call this the Narrow Dialectical Situation. What is crucial to this dialec-
tical situation is that the disputed ground is over the reasoned judg-
ment of the theoretically uncommitted. If the Frankfurt Defender
can win their allegiance, then she can show that the traditional incom-
patibilists (and also the traditional compatibilists) have been wrong
all along to presume that basic intuitions about free will and moral
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responsibility commandingly suggest that a freely willing agent must
be able to do otherwise. Hence, the burden of proof would be shifted
to those who asserted that it must.

In the Narrow Dialectical Situation, the Dilemma Defender’s objec-
tion to the first horn is not without merit. However, it is unclear that
it should amount to the charge that her opponent is begging the
question. A Frankfurt Defender might insist that, dialectically, she is
not inviting an undecided audience to imagine an agent who does act
freely and is morally responsible, or who, absent the counterfactual
intervener, does have alternative possibilities; she is only asking her
undecided audience to acknowledge that these matters also require
suspending judgment. Then the Frankfurt Defender can go to work
on the Dilemma Defender’s assumption that one manner of ruling
out alternative possibilities (allegedly the assumption of determinism)
renders other manners irrelevant to our understanding the conditions
for free and morally responsible agency.

iii. two telling responses to the dilemma defense
To appreciate the significance of the two dialectical situations, it will
be helpful to consider two recent responses to the Dilemma Defense.
Alfred Mele explains that, on a standard interpretation, the alternative
possibilities at issue in PAP are “alternative actions, including inten-
tional refrainings and instances of deciding and choosing.”15 Further,
these possibilities are “actions like stealing from a poor-box and decid-
ing not to steal from a poor-box, as opposed to more refined actions
like ‘S ’s stealing from a poor-box without having been made to do
so by someone else’ and ‘S ’s deciding not to steal from a poor-box
because Black made S decide not to do so’.” Mele remarks:

Now, if PAP...on the standard interpretation of alternative possibilities
...[is] falsified by some Frankfurt-style cases, then a thief...need not ever
have been able to choose otherwise than he did at any point in his life,
on the standard interpretation of choosing otherwise, in order to be
morally responsible for his present choice and action. But notice that
this is not to say that responsibility is compatible with determinism. For
a traditional incompatibilist about determinism and moral responsibility,
an agent’s being deterministically caused to A suffices for his not being
morally responsible for A-ing. So if Frankfurt-style cases are to persuade
traditional incompatibilists that agents can be morally responsible for
stealing from a poor-box, say, even though they could not have done
otherwise, it must be a feature of these examples that the agents’ stealing

15 “Ultimate Responsibility and Dumb Luck,” Social Philosophy and Policy, xvi (1999):
274–93, here p. 283.
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was not deterministically caused. In principle, a libertarian’s incompati-
bilism might be motivated, not by the thought that determinism pre-
cludes our ever having been able to do otherwise than we did, but
instead by the thought that in a deterministic world our actions...are
ultimately causally ensured consequences of the laws of nature and states
that obtained long before we were born (ibid., p. 284).

The phrase in the passage, “So if Frankfurt-style cases are to persuade
traditional Incompatibilists,” bears noting. The phrase, along with
Mele’s insightful comments, provides convincing support that he
means to be operating within the Broad Dialectical Situation.

In a co-authored piece with David Robb,16 Mele’s intriguing re-
sponse to the Dilemma Defense modifies the Frankfurt-type example
so that the fail-safe condition is not dependent upon any prior-sign.
The condition triggers the desired action only in the counterfactual
event that the agent does not freely perform the action. In fact,
though, the agent performs the mental action of making a decision
on her own without its being causally determined. The example in-
cludes two independent processes, each aimed at the same outcome,
the agent’s making some decision, such as the decision to rob a poor-
box. One process is deterministic and will bring about the outcome
under all circumstances save the one in which the other process
brings about the outcome. The second is indeterministic—the agent’s
allegedly freely making the decision to rob the poor-box. As things
actually unfold, the agent makes the decision herself. But if the inde-
terministic process were to fail to result in this outcome, the determin-
istic process would ensure that it occurs. The indeterministic process
trumps the deterministic process at the moment of action. The agent’s
action is assumed to be a libertarian free one, but given the determinis-
tic causal process that is trumped, the agent has no alternatives.

For our concerns, we note that it is partly but crucially in virtue of
presupposing the Broad Dialectical Situation that the Mele/Robb
response seems apt. (Whether it is convincing is another matter.17)
Mele and Robb’s modified no-prior-sign Frankfurt-type example is
offered in the spirit of respecting their presumed interlocutor’s con-
cern that determinism may be inimical to free action and responsibility
independently of expunging alternative possibilities. Hence, their
approach makes no effort to challenge the first horn. As the Broad

16 See Mele and Robb, “Rescuing Frankfurt-Style Cases,” and also “BBs, Magnets,
and Seesaws: The Metaphysics of Frankfurt-Style Cases.”

17 See, for example, Ginet’s 2001 addendum to his “In Defense of the Principle
of Alternative Possibilities,” pp. 85–87.
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Dialectical Situation dictates, they take the Dilemma Defender’s first
horn as unimpeachable.

Consider, in contrast, a strikingly different approach to the first
horn. John Martin Fischer writes that it would not be “dialectically
kosher” to assume that a determined agent in a Frankfurt example
is morally responsible.18 However, Fischer requests that it remain an
open question. Fischer’s more modest suggestion is merely that the
presence of Frankfurt’s intervener would not by itself be sufficient to
show that the agent is not morally responsible. Hence, if the agent in
a Frankfurt example is not morally responsible, it is not due to the
agent’s having alternative possibilities ruled out by way of the counterfac-
tual intervener. This, as Fischer cautiously put it, “suggests that if Jones
[an agent in a Frankfurt example] had no alternative possibilities at
all [due to the truth of causal determinism], this would be irrelevant
to the grounding of his moral responsibility.”19 So Fischer’s response
to the first horn involves three steps. First, he acknowledges that the
Frankfurt Defender is not entitled to the assumption that a deter-
mined agent in a Frankfurt example is free and morally responsible.
Second, he calls attention to the irrelevance of the counterfactual
apparatus. Its presence alone would not explain why an agent in a
Frankfurt example is not responsible (if she is not). Third, he holds
that the irrelevance of eliminating alternative possibilities by way of
the counterfactual intervener merely suggests that other means of
ruling out alternative possibilities are also irrelevant.

Suppose that the Dilemma Defender presses Fischer by insisting
that, in a deterministic scenario, he (Fischer) has not imagined a case
in which it is clearly the counterfactual intervener that is ruling out
the agent’s alternative possibilities. If the agent is determined, then,
the Dilemma Defender might object, that is why the agent does not
possess alternative possibilities. And it would not be dialectically ko-
sher to conclude that alternative possibilities are irrelevant in this
context.20 Hence, to insure that an important question is not begged,
the Dilemma Defender might continue, we need a case in which the
only manner of ruling out alternative possibilities is by way of the
counterfactual intervener.

We acknowledge that the Dilemma Defender has a point. The
Frankfurt Defender’s case would be more convincing—there would

18 “Free Will and Moral Responsibility,” Journal of Ethics (forthcoming). See also
“Recent Work on Moral Responsibility,” and “Frankfurt-Type Examples and Semi-
Compatibilism.”

19 “Free Will and Moral Responsibility.”
20 Stewart Goetz has pressed Fischer in just this way—see his “Frankfurt-Style Coun-

terexamples and Begging the Question,” Midwest Studies in Philosophy, xxix (forthcom-
ing 2005). See Fischer’s reply in “Free Will and Moral Responsibility.”
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be less to contest—if it were beyond dispute that an agent’s alternatives
were ruled out only by virtue of the counterfactual intervener and not
also by virtue of the truth of determinism. But is the Dilemma De-
fender entitled to claim that, in a case that does assume determinism,
the Frankfurt Defender’s argument rises to the level of begging the
question? We believe that this turns upon the following assumption
of the Dilemma Defender: if determinism makes it the case that an
agent in a Frankfurt example cannot do otherwise, then the presence
of the counterfactual intervener cannot aid in understanding the
disputed condition for moral responsibility. Although we do not wish
to evaluate the veracity of this assumption here, we agree with Fischer
that it does not seem unreasonable—at least it is not question beg-
ging—for the Frankfurt Defender to reply to it as follows: the count-
erfactual intervener’s presence in a deterministic scenario, while per-
haps not necessary for ruling out alternative possibilities, is sufficient
for doing so. Furthermore, its presence is irrelevant to any judgment
that the agent is not free or morally responsible.21 So why can this
not help us to think about other factors that are alleged to rule out
an agent’s freedom or responsibility?22

Again, for our interests, we emphasize that Fischer’s response to
the first horn of the Dilemma Defense is designed to address a Narrow

21 Some might insist that the presumption of the (alleged) irrelevance of the
intervener in the case of a determined agent is weaker than in the case of the
undetermined agent. In the case of the undetermined agent, assuming the intervener
does rule out all robust alternatives, there will, minimally, be nonrobust alternatives
(or morally insignificant alternatives), and these might be entailed by other condi-
tions that are significant and necessary for moral responsibility (such as ultimacy).
But this would be to shift the focus of the Frankfurt debate as most understand it.
For a discussion of Frankfurt’s argument in light of nonrobust alternatives, see Haji,
“Flickers of Freedom, Obligation, and Responsibility,” American Philosophical Quarterly,
xl (2003): 287–302.

22 In light of this discussion, consider Fischer’s remarks:

In the Frankfurt-type scenario [assuming a determined agent], two causes make
it the case that Jones [the agent] is unable to choose otherwise at [a certain
time] T2: the prior condition of world (together with the laws of nature) and
Black’s counterfactual intervention. What the examples show is that the mere
fact that Jones is unable to choose otherwise does not in itself establish that Jones
is not morally responsible for his choice. This is because Black’s counterfactual
intervention is one of the things that make it the case that Jones is unable to
choose otherwise at T2, and yet it is irrelevant to the grounding of Jones’s
moral responsibility. Considering this factor (the counterfactual intervention),
and bracketing any other factor that might make it the case that Jones is unable
to choose otherwise at T2, it seems to me that Jones may well be morally
responsible for his action. The mere fact that he lacks alternative possibilities,
then, cannot in itself be the reason that Jones is not morally responsible, if
indeed he is not morally responsible—“Free Will and Moral Responsibility,”
Section IV.5.
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Dialectical Situation. His response cannot plausibly be aimed at a
direct attempt to convince the committed incompatibilist to give up
the demand for alternative possibilities. It would not be reasonable
to ask this audience to consider a determined agent who is a candidate
for free and morally responsible agency. Rather, Fischer’s response
is meant to sway those who have not settled on whether determinism
rules free and morally responsible agency. Furthermore, his response
clearly presupposes a narrow interpretation of the first horn. He
means to show that one manner of ruling out alternative possibilities
does not impugn a philosophical lesson we can draw from another
manner of ruling them out.

iv. dialectical delicacies and the
claim to contested ground

We have been exploring hitherto unnoticed dialectical delicacies
within the debate over the status of Frankfurt’s argument against
PAP.23 Our discussion has helped distinguish two very different dialec-
tical situations, complete with distinct argumentative burdens and
ground rules as to what can be assumed either in advancing Frank-
furt’s argument or, instead, in objecting to it.

Under the assumption that Frankfurt’s argument is meant to ad-
dress directly a committed incompatibilist audience, it is dialectically
required that the Frankfurt Defender proceed by offering an example
that does not assume that the agent in it is determined. This is a
burden that the Frankfurt Defender must accept in this dialectical
context. But in this context, the incompatibilist who is prepared to
entertain Frankfurt’s argument is not entitled to demand that (absent
Frankfurt’s counterfactual machinery) the relevant case involves an
agent with alternative possibilities. Demanding this is tantamount to
refusing Frankfurt a fair hearing. Hence, fitting Frankfurt’s argument
for a committed incompatibilist audience requires a Broad Dialectical
Situation. In the Broad Dialectical Situation, what the Dilemma De-
fender finds objectionable about the deterministic horn of the posed
dilemma is that determinism obtains simpliciter. Given the dialectical
terms in which the Frankfurt Defender enters into this debate, we
agree that the Dilemma Defender’s claim to the deterministic horn
is beyond dispute. It simply makes no sense for the Frankfurt Defender
to consider resistance on this front. Hence, in this context, the Frank-

23 To our knowledge, the only other discussion of varying dialectical assumptions
is in Pereboom’s recent article, “Source Incompatibilism and Alternative Possibilit-
ies,” see pp. 190–93. Some of Pereboom’s observations are similar to ours. However,
he offers a different diagnosis of the dialectical forces at work in the debate.
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furt Defender’s only plausible option is to resist the Dilemma Defense
on its other horn, the horn in which it is assumed that the agent is
not determined. (This is precisely the strategy adopted by Mele.)

But we also wish to note that those incompatibilists who insist upon
the Broad Dialectical Situation—requiring that Frankfurt begin with
a case of a libertarian free agent—are dialectically committed at least
to the possibility that determinism might rule out free will and moral
responsibility for reasons other than ruling out alternative possibilit-
ies. If so, certain sorts of incompatibilists are not entitled to argue
with Frankfurt within the parameters of the Broad Dialectical Situa-
tion. Some incompatibilists hold that arguments for incompatibilism
require a defense of the incompatibility of determinism and alternative
possibilities. They believe that the only reason that determinism rules
out free will and moral responsibility is because it rules out alternative
possibilities. If these incompatibilists wish to grapple with Frankfurt
given a Broad Dialectical Situation, we believe that they do so in bad
faith. By demanding that Frankfurt begin with a case of a libertarian
free agent, they are demanding that Frankfurt provide a case in which
any freely willing and morally responsible agent does have alternative
possibilities. This of course is just what Frankfurt wants to disprove.

Hence, we challenge incompatibilists to consider their reasons for
incompatibilism. If their only reasons have to do with alternative
possibilities, they must come clean. In doing so we believe that they
must concede that they are not entitled to the Dilemma Defense if
it is meant to address a Broad Dialectical Situation. If these incompati-
bilists wish to rely upon the Dilemma Defense, then they must accept
the conditions of the debate established by the Narrow Dialectical
Context.24

24 This challenge is especially poignant for Kane. He is hard to fit within the
dialectical parties as we have sorted them out. On the one hand, Kane maintains
that an alternative possibilities condition, an AP condition (a PAP-like condition), is
only one of two conditions necessary for libertarian free will and moral responsibility.
According to Kane, another is an ultimacy condition. Ultimacy requires that an
agent’s freely willed actions ultimately trace back to factors that originate in the
agent and cannot be traced back to causally sufficient conditions obtaining indepen-
dently of the agent (The Significance of Free Will, pp. 58–59). Hence, it seems that
Kane is a theorist who can insist upon the Broad Dialectical Situation. He can argue
that there are grounds—the grounds of ultimacy—independent from considerations
of alternative possibilities that could be used to establish the incompatibility of free
will and determinism. However, Kane argues that ultimacy itself requires dual control
(control over different courses of action) and that dual control entails alternative
possibilities—“The Dual Regress of Free Will and the Role of Alternative Possibilities,”
Philosophical Perspectives, xiv (2000): 57–79. On our view of the dialectical terrain, if
Kane wishes to do battle with the Frankfurt Defender within the Broad Dialectical
Context, then he should reconsider his claim that ultimacy entails alternatives. If he
is unwilling to concede this point, we believe that he is forced to argue with the
Frankfurt Defender in a Narrow Dialectical Context.



freedom and alternative possibilities 313

In the narrow context, the presumed target of Frankfurt’s argument
is the theoretically uncommitted voter. Thus, the Frankfurt Defender
does not have to initiate the debate by beginning with the case of a
libertarian free agent. In this context, suggesting that an agent in
a Frankfurt example is determined (simpliciter) is not necessarily
objectionable, and the Dilemma Defender is not entitled to this as a
complaint. However, as we have argued, the Dilemma Defender might
understandably object in this narrow context that a determined
agent’s alternatives are ruled out prior to the addition of Frankfurt’s
counterfactual machinery. So the Dilemma Defender can reasonably
argue that the first horn of the dilemma objects to a determined
agent because such agents (allegedly) lack alternative possibilities.
However, we have also argued that the Dilemma Defender’s objection,
when understood in the context, is at least disputable. In this case,
the Dilemma Defender does not have a clear claim to the charge that
the Frankfurt Defender is begging the question. In this context, the
Frankfurt Defender has a plausible reply: even if determinism rules
out alternative possibilities, so does the presence of the Frankfurt’s
counterfactual machinery. The latter way of ruling out alternatives is
irrelevant to an evaluation of an agent’s freedom and responsibility,
and this provides plausible grounds for the suggestion that the former
is as well. Our concern here is not to settle this dispute, only to point
out that, dialectically, in this context, the Dilemma Defender cannot
claim clear victory with respect to the first horn. On this horn, in this
context, her charge of begging the question is unfounded. There is
a legitimate dispute here, and the Frankfurt Defender deserves a
hearing. (This is precisely the strategy adopted by Fischer.)

So in one dialectical context, the Broad one, the Dilemma Defender
is entitled to the complaint that the first horn of the dilemma is
question begging. In another dialectical context, the Narrow one, the
Dilemma Defender is still entitled to the complaint that on the first
horn the agent is determined, but her complaint does not amount
to the devastating charge that the Frankfurt Defender is begging the
question. We have argued that only certain sorts of incompatibilists
are entitled to the Broad Dialectical Context, namely those who ac-
knowledge that determinism might undermine free will and determin-
ism for reasons other than ruling out alternative possibilities. Incom-
patibilists unwilling to acknowledge this will have to operate within
the Narrow Dialectical Situation, and at least with respect to the first
horn of the Dilemma Defense, they have their work cut out for them.
In this dialectical context, the Frankfurt Defender, such as Fischer,
has a dialectically fair and reasonable reply.
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v. conclusion
In conclusion, differentiating between two dialectical situations, it is
natural to reflect on the big question: What is the appropriate dialec-
tical situation that the Frankfurt examples should be thought to ad-
dress, the Broad or the Narrow? Of course, argumentative strategies
can be put to different sorts of purposes, and we do not wish to
suggest that there is one “correct” context that Frankfurt’s argument
should be taken to address. On the one hand, the Narrow Dialectical
Situation will not likely impress a committed incompatibilist. The
committed incompatibilist will likely object that an argument merely
designed to win the hearts of the uncommitted voter cannot speak
to a theorist with deeper libertarian commitments regarding the con-
ditions of agency.25 Hence, the Frankfurt Defender wishing to address
directly this sort of incompatibilist should be prepared to work within
the framework of the Broad Dialectical Situation. In this case, the
Frankfurt Defender should accept that she will only be able to engage
the incompatibilist if she begins a dialogue by doing battle on the
libertarian’s own turf. On the other hand, why should the disputed
turf between compatibilists and incompatibilists be granted to incom-
patibilists in the first place—as if it is the compatibilists’ burden to
win it back? The Frankfurt Defender who initiates the dialectic within
the Broad Dialectical Situation has already conceded that the compati-
bilists have the burden of proof—they need to overcome the intuitive
presumption in favor of both the demand for alternative possibilities
and an incompatibilist understanding of them. But this seems to
initiate the debate in the wrong place. Frankfurt-type examples, it
seems to us, are best understood as ones that question the pre-theoreti-
cal intuitions that inform one’s theorizing about the issues of free
action and moral responsibility. They are, in short, thought experi-
ments to settle, first, what turf should be the subject of controversy
between compatibilists and incompatibilists. If this is so, then the
Narrow Dialectical Context is the appropriate one for understanding
the force of Frankfurt’s argument against the importance of alterna-
tive possibilities for free will and moral responsibility.

ishtiyaque haji
University of Calgary

michael mckenna
Ithaca College

25 For example, in The Significance of Free Will, Kane maintains the considerations
of ultimacy are also needed for free and morally responsible agency and that ultimacy
is incompatible with determinism.
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COMMENTS AND CRITICISM

STOPPING TO REFLECT*

Our note is prompted by a recent article by Frank Arntzenius,
“Some Problems for Conditionalization and Reflection.”1

Through a sequence of examples, that article purports to
show limitations for a combination of two inductive principles that
relate current and future rational degrees of belief: Temporal Condition-
alization and Reflection:

(i) Temporal Conditionalization is the rule that, when a rational
agent’s corpus of knowledge changes between now and later solely by
learning the (new) evidence, B, then coherent degrees of belief are
updated using conditional probability according to the formula, for
each event A,

Plater(A) � Plater(A | B) � Pnow(A | B).

(ii) Reflection2 between now and later is the rule that current condi-
tional degrees of belief defer to future ones according to the formula
that, for each event A,

Pnow(A | Plater(A) � r) � r.3

We will use the expression “Reflection holds with respect to the event
A” to apply to this equality for a specific event A.

It is our view that neither of these principles is mandatory for a
rational agent.4 However, we do not agree with Arntzenius that, in
the examples in his article, either of these two is subject to new

* Our research was carried out under NSF Grant DMS 0139911. We thank Joseph
Halpern for alerting one of us (T.S.) to the Sleeping Beauty problem, independent
of Frank Arntzenius’s article.

1 This journal, c, 7 ( July 2003): 356–70.
2 See Bas C. van Fraassen’s “Belief and the Will,” this journal, lxxxi, 5 (May

1984): 235–56. van Fraassen’s Reflection has an antecedent in Michael Goldstein’s
“Prevision of a Prevision,” JASA, lxxviii (1983): 817–19.

3 Here and through the rest of this note ‘r ’ is a standard designator for a real
number—this in order to avoid a Miller-styled problem—see David Miller’s “A Para-
dox of Information,” British Journal for the Philosophy of Science, xvii (1966): 59–61.

4 We have argued, for example, that when (subjective) probability is finitely but
not countably additive, then there are simple problems where (i) is reasonable, but
where (i) precludes (ii). See our “Reasoning to a Foregone Conclusion,” JASA, xci
(1996): 1228–36. Also, Isaac Levi argues successfully, we think, that (i) is not an
unconditional requirement for a rational agent—see his “The Demons of Decision,”
The Monist, lxx (1987): 193–211.

0022-362X/04/0106/315–22  2004 The Journal of Philosophy, Inc.
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restrictions or limitations beyond what is already assumed as familiar
in problems of stochastic prediction.

To the extent that a rational person does not know now exactly
what she or he will know in the future, anticipating one’s future
beliefs involves predicting the outcome of a stochastic process. The
literature on stochastic prediction relies on two additional assump-
tions regarding states of information and the temporal variables that
index them5:

(iii) When t2 � t1 are two fixed times, then the information the
agent has at t2 includes all the information that she or he had at time
t1.6 This is expressed mathematically by requiring that the collection
of information sets at all times through the future form what is called
a filtration.

Second, since the agent may not know now the precise time at
which some specific information may become known in the future,
then future times are treated as stopping times. That is:

(iv) For each time T (random or otherwise) when a prediction is
to be made, the truth or falsity of the event {T � t } is known at time
t, for all fixed t. Such (random) times T are called stopping times.

In this note, we apply the following three results7 to the examples
in Arntzenius’s article. These results, we believe, help to explain why
the examples at first appear puzzling and why they do not challenge
either Temporal Conditionalization or Reflection. Result 1 covers the
ordinary case, where Reflection holds. Results 2 and 3 establish that
Reflection will fail when one or the other of the two additional assump-
tions, (iii) and (iv), fail. It is not hard to locate where these assump-
tions are violated in the examples that Arntzenius presents.

Result 1. When “later” is a stopping time, when the information sets
of future times form a filtration, and assuming that degrees of belief
are updated by Temporal Conditionalization, then Reflection be-
tween now and later follows.

Result 2. When the information known to the agent over time fails

5 See, for example, Patrick Billingsley, Probability and Measure, 3rd edition (New
York: Wiley, 1995), section 35.

6 Here and through the rest of this note, ‘t ’ is a standard designator for a real
number for time. More precisely, we use the subscripted variable, for example ‘t1’
to denote a specific time as the agent of the problem is able to measure it. We
presume that the agent has some real-valued “clock” that quantifies a transitive
relation of “is later than.” Subtleties about the differences between how time is so
indexed for different observers is relevant to one of Arntzenius’s puzzles, to wit, the
Prisoner’s Problem.

7 Proofs for these three are given in the appendix. In this note, we assume that
all probability is countably additive.
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to form a filtration, not only is Temporal Conditionalization vacuously
satisfied (as its antecedent fails), but then Reflection fails unless what
is forgotten in the failure of filtration becomes practically certain (its
probability becomes 0 or 1) in time for future predictions, later.

Result 3. However, if the information known to the agent over time
forms a filtration and Temporal Conditionalization holds, but “later”
is not a stopping time, then Reflection between now and later holds for
the specific event A, that is, Pnow(A | Plater(A) � r) � r, subject to the
necessary and sufficient condition, (3.1), below.

Let Ht be the event “t � later.” When later is not a stopping time,
the event Ht is news to the agent making the forecasts. The question
at hand is whether this news is relevant to the forecasts expressed by
Reflection. To answer that question, concerning such forecasts about
the event A, define the quantity yt(A) by

yt(A) �
Pnow(Ht | Pt(A) � r & A)

Pnow(Ht | Pt(A) � r)
.

The quantity yt(A) is an index of the current conditional dependence
between A and Ht, given that Pt(A) � r. For example, yt(A) � 1 if
and only if A and Ht are conditionally independent for the agent,
now, given that Pt(A) � r. In other words, by symmetry of conditional
independence, yt(A) � 1 if and only if the agent’s current conditional
probability of A given that Plater(A) � r, is unchanged by the added
information Ht .

Reflection holds for A between now and later, Pnow(A | Plater(A) � r) � r
if and only if, given Plater(A) � r, the conditional expected value yT(A) �
1. Specifically, if and only if

(3.1) 1 � �t yt(A) Pnow(Ht | Plater(A) � r)

Thus, Reflection is satisfied between now and later if and only if (3.1)
holds for each A.

Next, we illustrate the second and third results with examples that
show how Reflection may fail.

Example 1 (illustrating Result 2). Suppose that the agent will observe
a sequence of coin tosses, one at a time at a known rate, for example
one toss per minute. Let Xn � 1 if the coin lands heads up on toss
n, and let Xn � 0 otherwise. The agent does not know how the coin
is loaded, but believes that it is fair (event A) with personal probability
1/2, and that with personal probability 1/2 it is biased with a chance
of 3/4 for landing tails (event A c). Also, he believes that tosses are
conditionally independent given the loading, that is, given that the
coin is fair or given that it is biased 3/4 for tails.
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Time is indexed for the agent by the number of the most recent
coin toss. The time “now” occurs after the first toss (t � n � 1),
and “later” denotes the time (t � n � 2) just after the second toss.
Unfortunately, at each time t, the agent knows that he can remember
only the most recent flip, Xt, though he knows which numbered toss
it is because, for example, he can see a clock. Suppose that the first
toss lands heads up, which is the event C � {X1 � 1}. The information
that will be available to the forgetful agent later (at t � 2) will be
only that either B1 � {X2 � 1} or B0 � {X2 � 0}. He will not recall C
because of his predictable memory lapse, and he knows all this. It is
straightforward to compute:

Plater(A | B1) � 2/3 and Plater(A | B 0) � 2/5.

However, at t � 1, the agent’s conditional probability for A, given
event B1 occurring at t � 2, satisfies Pnow(A | B 1) � 4/5. Similarly, if
now he conditions on event B 0 occurring at t � 2, his conditional
probability will satisfy Pnow(A | B 0) � 4/7.

Of course, Temporal Conditionalization holds vacuously at the later
time, since the information sets available to the agent do not form a
filtration. Reflection fails in this setting, as the agent does not remem-
ber at the later time what happened now, and he knows this all along.
If B1 occurs then Plater(A) � Plater(A | B1) � 2/3, and if B0 occurs then
Plater(A) � Plater(A | B 0) � 2/5. Hence,

Pnow(A | Plater(A) � 2/3) � 4/5

and

Pnow(A | Plater(A) � 2/5) � 4/7.

Example 2 (illustrating Result 3 when condition (3.1) fails and then
Reflection fails too). Modify Example 1 so that the agent has no
memory failures and updates his degrees of belief by Temporal Condi-
tionalization. Also, change the time “now” to denote the minute prior
to the first toss, that is, now is t � n � 0. Define the time “later” to
be the random time, T, just prior to the first toss that lands heads up. From
the point of view of the agent, the quantity T is not an observable
random variable up to and including time T, and it is not a stopping
time either. It is observable to the agent starting with time T �1, of
course, as by then he will have seen when the first head occurs.

With probability 1 the possible values for T are T � 0, 1, 2,.... It is
straightforward to verify that: Plater(A) � [1 � (3/2)n]�1, when T � n,
for n � 0, 1, 2,.... Notice that Plater(A) � 1/2, no matter when T occurs,
and Plater(A) � 1/2 for T � 0, since if T � 0, the initial sequence of
tosses that the agent observes all land tails up. However, from the



comments and criticism 319

value of Plater(A) and knowing it is this quantity, one may calculate T
exactly and thus know the outcome of the n�1st toss, which is heads.
But when the agent computes Plater(A) at the time later, he does not
then know that later has arrived. Thus, later, he is not in a position to
use the extra information that he would get from knowing when T
occurs to learn the outcome of the n�1st toss. To repeat the central
point, T is not a stopping variable.

It is evident that Reflection fails, Pnow(A | Plater(A) � r) � Plater(A).
The extra information, namely that Plater(A) � r rather than merely
that Pt(A) � r where t is the time on the agent’s clock, is information
that is relevant to his current probability of A, since it reveals the
outcome of the next toss. Even now, prior to any coin tosses, when
he computes Pnow(A | Plater(A) � r), the conditioning event reveals to
him the value of T, since n is a function of r. In this case, the condition-
ing event entails the information of n and when the first heads occurs,
namely, on the n�1st toss. Then Reflection fails as

Pnow(A | Plater(A) � [1 � (3/2)n]�1) � (1 � 3n/2n�1)�1.

It remains only to see that (3.1) fails as well. Consider the quantity

yt(A) used in condition (3.1). yt(A) �
Pnow(Ht | Pt(A) � r & A)

Pnow(Ht | Pt(A) � r)
. Given

Pt(A) � r, the added information that A obtains is relevant to the
agent’s current probability when later occurs. Specifically, as Pt(A) �
[1 � (3/2)n]�1 entails that t � n, Pnow(Ht | Pt(A) � [1 � (3/2)n]�1) �
Pnow(Xt�1 � 1 | Pt(A) � [1 � (3/2)n]�1) � (1/2)[1�(3/2)n]�1 � (1/4)
(3/2)n [1�(3/2)n]�1 � 1/2 � Pnow(Xt�1 � 1 | Pt(A) � [1�(3/2)n]�1 &
A) � Pnow(Ht | Pt(A) � [1 � (3/2)n]�1 & A). Thus, yt � 1. Hence, 1 �
�t yt(A) Pnow(Ht | Plater(A) � r).

Example 3 (illustrating Result 3 when (3.1) obtains and Reflection
holds even though later is not a stopping time). In this example, consider
a sequence of three times, t � 0, 1, and 2. Now is time t � 0. The
available information increases with time, so that the information sets
form a filtration, and the agent updates his degrees of belief by
Temporal Conditionalization. Let the random time later be one of
the two times t � 1, or t � 2, chosen at random, but which one is
not revealed to the agent. Let the event Hi be that later � i, (i � 1,
2) and suppose that the occurrence of Hi (or its failure) while not
known to the agent at any of the three times is independent of all
else that the agent does know at all three times. In this case, for each
event A (even for A � Hi) equation (3.1) is satisfied. That is, by the

assumptions of the problem, either yt(A) �
Pnow(Ht | Pt(A) � r & A)

Pnow(Ht | Pt(A) � r)
� 1,
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or if A � Hi then yt(A) �
Pnow(Ht | Plater(A) � r)
Pnow(Ht | Pt(A) � r)

� 1. Thus, Pnow(A |

Plater(A) � r) � r. That is, even though later is not a stopping time,
Reflection holds in this case since, given that Plater(A) � r, no new
(relevant) evidence about A is conveyed through knowing that later
has arrived, Hi.

We note that Result 2 applies to the Sleeping Beauty,8 Shangri
La, and Duplication examples of Arntzenius’s article, where known
failures of memory are explicit to the puzzles. Result 3 applies to
explain the failure of Reflection in the two versions of the “Prisoner”
example where the local time in the story, as measured by an ordinary
clock (for example, “11:30 PM” in John Collins’s example) is not a
stopping time for the Prisoner.

It is our impression of Collins’s Prisoner example that the reader
is easily mistaken into thinking that the local time, as measured by an
ordinary clock in the story, is a stopping time for all the characters in
the story. Then Reflection holds for each of them, in accord with
Result 1. In Collins’s example, the local time, for example, 11:30 PM,
is a stopping time for the Jailor (and also for the reader), but not
for the Prisoner. For the Prisoner, time is measured by real-valued
increments over the starting point, denoted by “now.” Increments of
local time are stopping times for the Prisoner. This is because the Prisoner
does not know at the start of the story which of two local times equals
his time now. For subsequent times, he does know how much local
time has elapsed since now. But that information is not equivalent to
knowing the local time. That difference in what is a stopping time for
different characters is what makes this a clever puzzle, we think.

appendix
Proof of Result 1.9 Assume that when X is a random variable and C is
an event, the agent’s expected value EP(X) and conditional expected

8 See also J.Y. Halpern’s “Sleeping Beauty Reconsidered: Conditioning and Reflec-
tion in Asynchronous Systems,” Department of Computer Science, Cornell University
(September 2003). We agree with Halpern that, in our words, coherence of a se-
quence of previsions does not require that they will be well calibrated—in a frequency
sense of “well calibrated.” That is, we think it is reasonable for Sleeping Beauty to
give a prevision of 1/2 to the event that the known fair coin landed heads on the
flip in question, each time she is woken up. What complicates the analysis is that
the repeated trials in Sleeping Beauty’s game do not form an independent sequence,
and her mandated forgetfulness precludes any “feedback” about the outcome of
past previsions. When repeated trials are dependent and there is no learning about
past previsions, coherent previsions may be very badly calibrated in the frequency
sense. For other examples and related discussion of this point see, for example,
Seidenfeld, “Calibration, Coherence, and Scoring Rules,” Philosophy of Science, lii
(1985): 274–94.

9 van Fraassen, “Belief and the Problem of Ulysses and the Sirens,” Philosophical
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value EP(X|C) exist with respect to the probability P. Let A be an event
and let X � P(A|Y) be a random variable, a function of the random
variable Y. Then, as a consequence of the law of total probability,
with C also a function of Y,

(1.1) P(A |C) � EP [X |C].

Assume that the agent’s degrees of belief now include his later de-
grees of belief as objects of uncertainty. That is, future events such
as “Plater(A) � r” and “Plater(A|C) � q” are proper subjects, now, of the
agent’s current degrees of belief. Suppose that, now, the agent anticipates
using (i) Temporal Conditionalization in responding to the new evi-
dence Y � y that he knows he will learn at the stopping time, later. For
example, Y might be the result of a meter reading made at the later
time, with a sample space of m many possible values Y � {y1,...,ym}. Thus,
by (i), for whichever value y of Y that results,

(1.2) Plater(A) � Plater(A | Y� y) � Pnow(A | Y� y).

Then, by (i) and (1.1), for C also a function of Y, the agent now
believes that

(1.3) Pnow(A | C) � EPnow[Plater(A) | C].

Let C be the event, “Plater(A) � r,” which we presume is a possible
value for Plater(A) from the agent’s current point of view. (This C is a
function of Y.) Then, because later is a stopping time,

(1.4) Pnow(A | Plater(A) � r) � EPnow[Plater(A) | Plater(A) � r)].

As

(1.5) EPnow[Plater (A) | Plater(A) � r)] � r,

therefore

(1.6) Pnow(A | Plater(A) � r) � r,

that is, then Reflection holds as well.
Proof of Result 2. To show that Reflection fails, consider two times

t1 � t2. Call an event forgotten if its truth or falsity is known at time t1

but not at time t2. From the assumption that these times do not form
a filtration, let E be forgotten between t1 and t2 and allow that at t1

Studies, lxxvii (1995): 7–37, argues (pp. 17–19) that Temporal Conditionalization
implies Reflection. His argument (pp. 18–19) has an additional, tacit assumption that
the time t at which conditioning applies for Reflection is a stopping time.



322 the journal of philosophy

this is known to happen at t2. Since Pt1
(E) � {0,1}, conditioning will

not change this value, that is,

(2.1) Pt1
(E) � Pt1

(E | Pt2
(E) � r)

for a set of r - values of probability 1 under Pt1
. But, since it is known

at t1 that E will be forgotten at t2, Pt1
(0 � Pt2

(E) � 1) � 1. Hence
Reflection fails as 0 � r � 1 in (2.1).

Proof of Result 3. Assume that the agent’s information sets form
a filtration over time and that Temporal Conditionalization holds
between now and later but that later is not a stopping time for the
agent. Let Ht be the event “later � t” for the specific time t. That is,
assume that 0 � Plater(Ht) � 1, when later occurs at t.

Later is the future time we will focus on in calculating whether
Reflection holds, that is, we will inquire whether, for each event A,
Pnow(A | Plater(A) � r) � r, or not. We calculate as follows.

Pnow(A | Plater(A) � r)

� �t Pnow(A & Ht | Plater(A) � r)

by the law of total probability.

� �t Pnow(A | Plater(A) � r & Ht) Pnow(Ht | Plater(A) � r)

by the multiplication theorem

� �t
Pnow(Ht | Pt(A) � r & A)

Pnow(Ht | Pt(A) � r)
Pnow(A | Pt(A) � r) Pnow(Ht | Plater(A) � r)

by Bayes’s theorem and the equivalence of

(Plater(A) � r & Ht) and (Pt(A) � r & Ht)

� r �t
Pnow(Ht | Pt(A) � r & A)

Pnow(Ht | Pt(A) � r)
Pnow(Ht | Plater(A) � r)

as Pnow(A | Pt(A) � r) � r by Result 1.

� r �t yt(A) Pnow(Ht | Plater(A) � r).

by the definition of yt(A)

Hence, Pnow(A | Plater(A) � r) � r if and only if �t yt(A) Pnow(Ht| Plater(A) �
r) � 1, which is condition (3.1).

m.j. schervish, t. seidenfeld, j.b. kadane
Carnegie Mellon University
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