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MAXWELL’S DEMON*

This paper is dedicated to the memory of Itamar Pitowsky.

[Classical thermodynamics] is the only theory of universal content con-
cerning which I am convinced that, within the framework of the applica-
bility of its basic concepts, it will never be overthrown.

—Albert Einstein1
Einstein’s opinion quoted above expresses, more or less, the
prevalent view about thermodynamics. Maxwell, however,
thought otherwise. Maxwell devised his famous thought experi-

ment known as Maxwell ’s Demon in the setting of classical mechanics
as a counterexample of the second law of thermodynamics.2 He real-
ized that a truly mechanistic worldview has consequences that are
incompatible with thermodynamics, and that such a worldview means
that there is no “framework of applicability” (to use Einstein’s ex-
pression) which is not subject to the laws of mechanics. By this he
expressed a view which seems to counter Einstein’s. Since at his time
the theoretical tools needed to derive this insight from the principles
of mechanics were not available, Maxwell framed his view by ap-
pealing to his picturesque thought experiment of the Demon. Since
Maxwell, writers agreeing with Einstein have made numerous attempts
to counter his argument.3 Most of these attempts have focused on the
dlin, and especially Itamar Pitowsky for
ted by the Israel Science Foundation,

Paul Arthur Schilpp, ed., Albert Einstein:
0), p. 33.
Cargill Gilston Knott, Life and Scientific
Press, 1911), pp. 213–14.
rvey S. Leff and Andrew F. Rex, eds.,
Information, Computing (Philadelphia:

2010 The Journal of Philosophy, Inc.



the journal of philosophy390
construction of various devices, and the rejection of Maxwell’s idea was
based on the details of these devices. We believe that focusing on
these details obscured the heart of the matter. Regardless, during
these hundred and fifty years or so no general proof or disproof of
Maxwell’s idea has settled the issue.

Ten years ago, however, David Albert gave a general argument that
a Maxwellian Demon is compatible with the principles of mechanics,
thus supporting Maxwell.4 Our discussion in this paper follows and
extends Albert’s argument in the most general terms, and refrains
from examining particular devices. We will argue that a Maxwellian
Demon is compatible not only with the principles of mechanics, but
also with the principles of statistical mechanics.

The question of Maxwell’s Demon raises and illustrates several
important philosophical issues about the project of statistical me-
chanics in general. If we take seriously the idea that the world can
be described completely by a mechanical theory (classical or quan-
tum), then there must be an explanation of our experience and
our statistical mechanical probabilistic considerations on the basis of
the laws of mechanics. In this paper, we propose a schematic statistical
mechanical account of the way in which our experience of thermo-
dynamic phenomena arises in the framework of classical mechanics.
We show that this account is consistent with a Maxwellian Demon.

Whether Maxwellian Demons can be constructed in the world is a
question of fact which cannot be settled by turning to the laws of
statistical mechanics. The reason, as we will show, is that the laws of
statistical mechanics are consistent both with worlds in which there
are Maxwellian Demons and with worlds in which there are no
Maxwellian Demons and the second law of thermodynamics is true.
Whether Demons are possible in our world depends on the details
of the dynamics and the initial conditions of our world. It may be that
4 Albert, Time and Chance (Cambridge: Harvard, 2000), chapter 5. Albert’s argument
is formulated in the framework of Boltzmann’s approach to statistical mechanics.
Defending this approach is beyond the scope of this paper. Some arguments are given
in ibid.; Sheldon Goldstein, “Boltzmann’s Approach to Statistical Mechanics,” in Jean
Bricmont et al., eds., Chance in Physics: Foundations and Perspectives (New York: Springer,
2001); Craig Callender, “Reducing Thermodynamics to Statistical Mechanics: The Case
of Entropy,” this journal, xcvi, 7 ( July 1999): 348–73; Joel L. Lebowitz, “Statistical
Mechanics: A Selective Review of Two Central Issues,” Review of Modern Physics, lxxi,
2 (1999): S346–57. For a critical historical introduction to Boltzmann’s work and refer-
ences, see Jos Uffink, “Boltzmann’s Work in Statistical Physics,” The Stanford Encyclo-
pedia of Philosophy, ed. Edward N. Zalta (Winter 2008). URL: http://plato.stanford.
edu/entries/statphys-Boltzmann/.

The foregoing Maxwellian demon has no counterpart in the Gibbsian framework to
statistical mechanics since the argument hinges on the Boltzmannian notion of entropy
as given by the phase-space volume (Lebesgue measure) of a macrostate.
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the dynamics and the initial conditions of our world are of the kind
described by, for example, Lanford’s theorem. In that case, our world
will behave thermodynamically in the way spelled out by such a theo-
rem. Although Lanford’s and similar theorems require specific con-
ditions, it is important to realize the significance of theorems of this
kind. Theorems of this kind have a conditional form: If the world is
Lanford-like, that is, if the world satisfies the conditions spelled out
in the theorem, then it is also thermodynamic-like. Therefore, even
if such general theorems were proven, we could not conclude that
our world is thermodynamic-like without knowing that the antecedent
of this conditional is true of our world.

In this paper, we will demonstrate that in classical statistical
mechanics there are initial conditions and Hamiltonians that give rise
to Maxwellian Demons. Whether or not these initial conditions and
Hamiltonians are true of our world, or can be realized in laboratories,
is an open question. In this sense, the Demon is a consequence of
taking mechanics seriously. Another consequence of our analysis of
the question of Maxwell’s Demon applies to the entropy cost of in-
formation processing. We show that the Landauer-Bennett thesis con-
cerning this cost is false.

The paper is structured as follows. In section i, we show that
Maxwell’s Demon is compatible with the principles of statistical me-
chanics. In section ii, we discuss some restrictions on the efficiency of
the Demon. These restrictions do not rule out the Demon as physi-
cally impossible. In section iii, we show that the Demon’s cycle of
operation can be completed (in particular, the Demon’s memory
can be erased) without increasing the total entropy of the universe.
We take this to refute the Landauer-Bennett thesis, according to
which erasure of information is necessarily accompanied by a certain
minimum amount of entropy increase.5 In section iv, we draw some
conclusions from our analysis.

i. maxwell’s demon

I.1. Setting the Stage. The Demon in Maxwell’s original thought
experiment decreases the entropy of the gas by separating particles
according to their speed. The Demon manipulates the gate between
two chambers, thereby allowing the fast particles to enter one chamber
5 See Rolf Landauer, “Irreversibility and Heat Generation in the Computing Pro-
cess,” IBM Journal of Research and Development, v, 3 (1961): 183–91; Charles H. Bennett,
“The Thermodynamics of Computation—A Review,” in Leff and Rex, eds., op. cit.,
pp. 283–318; Bennett, “Notes on Landauer’s Principle, Reversible Computation, and
Maxwell’s Demon,” Studies in History and Philosophy of Modern Physics, xxxiv, 3 (Sep-
tember 2003): 501–10.
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and the slow ones to enter the other. Consequently, whereas initially
the states of the particles are distributed according to the Maxwell-
Boltzmann energy distribution, the final distribution is different.
By this thought experiment Maxwell captured an intuition which we
shall now explain in general terms.

The state of a classical mechanical system is represented by a point
in the system’s phase space C at a given time. C contains a subspace
consisting of all the microstates that are consistent with external con-
straints, which may include boundary conditions such as volume and
limitations such as total energy (see Figure 1). This is the system’s
accessible region.6 Some of the constraints may change with time, but
the actual state of the system at any given time is necessarily confined
to the region which is accessible to it at that time.

The time evolution of the system is given by a trajectory in phase
space which is a continuous sequence of points obeying the classical
(t0)

Accessib
le region

(t1)

(t2)

φ 

φ 

φ 

Figure 1: Dynamics. f(t0) is the dynamical blob at the initial time t0 and the
trajectories that start out in it evolve by the equations of motion to the
regions f(t1) at t1 and later f(t2) at t2. The volume of the blob f(t) is con-
served at all times, according to Liouville’s theorem. The dynamical evolu-
tion is restricted to the accessible region.
6 If the dynamics is such that the region accessible to the system is metrically decom-
posable into dynamically disjoint regions each with positive measure (as in KAM’s
theorem; see Grayson H. Walker and Joseph Ford, “Amplitude Instability and Ergodic
Behavior for Conservative Nonlinear Oscillator Systems,” Physical Review, clxxxviii,
1 (Dec. 5, 1969): 416–32), we can consider the effectively accessible region as deter-
mined by the system’s initial state.
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equations of motion. A useful tool in mechanics is to consider the
time evolution of a set of points (call them dynamical blobs) f(t) corre-
sponding to various possible microstates of the system at a given time t.
The time evolution of these points is given by a bundle of trajecto-
ries. By Liouville’s theorem the Lebesgue measure of f(t) is con-
served under the dynamics, although its shape may change over
time (see Figure 1).

C is also partitioned into subregions which form the set of macro-
states (see Figure 2).7 Macrostates correspond to the values of some
classical macroscopic observables. By this term we mean sets of micro-
states each of which forms an equivalence group which reflects mea-
surement or resolution capabilities of some observer (human or
other). A system is said to be in a given macrostate at time t if its actual
M1

M5

M4

M3

M2

M1

M5

M4

M3

M2

Figure 2: Macrostates. The whole phase space (and in particular the acces-
sible region) is partitioned into macrostates, some of which are M1…M5.
7 This idea is expressed, for example, by Richard Chace Tolman, The Principles of
Statistical Mechanics (New York: Dover, 1979 [1938]), p. 167 (although Tolman usually
works in a Gibbsian framework). In Boltzmann’s original work, as interpreted by Paul
Ehrenfest and Tatiana Eherenfest, The Conceptual Foundations of the Statistical Approach
in Mechanics (Mineola, NY: Dover, 2002 [Ithaca, NY: Cornell, 1959]), the macrostates
in C express equivalence groups in m space relative to some given resolution power
with respect to a molecular state. More generally, the partition of C into macrostates
can be described by a mapping that determines the region to which any point in C
belongs and that satisfies two conditions. (a) All the subsets of C in this partition are
given by some measurable function defined over C. This condition is necessary in order
to make sense of the idea that the entropy of a system is the measure of its macrostate.
(b) The measurable subsets have to be disjoint and cover all of C. That is, each point
must belong to one, and only one, measurable set of points in C. This condition ensures
that the system has well-defined macroscopic properties at all times.



the journal of philosophy394
microstate at t (which is a point in the dynamical blob f(t) at t) belongs
to that macrostate. In these terms, statistical mechanics describes the
relationship between the time evolution of the dynamical blobs and
the macrostates.8 Figure 3 illustrates the way in which an observer
with the resolution capabilities given by Figure 2 sees the dynamical
evolution of Figure 1. The distinction between a dynamical blob and
a macrostate has implications with respect to the notion of proba-
bility in statistical mechanics to which we now turn.

Suppose that we measure the size of sets of microstates in C by some
measure, say the Lebesgue measure. We now define the probability of
a macrostate at a given time t1 relative to an initial macrostate at t0
φ 

φ 

φ 
M1

M4

M3

M2

(t0)

(t1)

(t2)

M5

Figure 3: A macroscopic description of the dynamics is obtained by super-
imposing Figures 1 and 2. At the initial time, the dynamical blob f(t) is
within the macrostateM1, and so the observer describes the system as being
in M1. At the time t1, f(t) partially overlaps with three macrostates: M2, M3

and M4, and the observer describes the system as being in one of them,
namely, the one containing the actual microstate of the system. If the
observer knows the dynamical evolution of the system and the extent to
which f(t) will overlap with the different macrostates, then the transition
probability assigned to the macrostates will be as follows: At t0: P(M1)51. At
t1: P(M1)50, P(M2,t1|M1,t0)≈1/3, P(M3,t1|M1,t0)≈1/3, P(M4,t1|M1,t0)≈1/3.
At t2: P(M5,t2|M1,t0)≈1.
8 The thermodynamic magnitudes are defined only for equilibrium states. A gen-
eral theory of macrostates would have to give precise definitions of the macroscopic
observables in terms of microphysical correlations and equivalence groups thereof that
obtain between the observer states and the states of the observed systems. This is the
sense in which we understand the term macroscopic observable in the classical context.
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as follows (see Figure 4). Take a system S in an initial macrostate I at t0.
This means that the dynamical blob f(t) of S coincides at t0 with the
macrostate I. Consider the time evolution of f(t) from t0 to t1. At t1,
the time evolved f(t1) partially overlaps with some of the macrostates
of S. The probability at t1 of each macrostate is given by the relative
Lebesgue measure of the subset of f(t1) which belongs to that
macrostate at time t1. This definition of probability as transition proba-
bility seems to us to fit the aim of statistical mechanics, which is to
give macroscopic probabilistic predictions for finite times based on
the dynamics of the system and on any macroscopic information
we may have about the system. Indeed, the definition above seems
to us the only definition of probability that satisfies this aim.9
D

E

I

F3

F2

G

F1

φ (t0)

φ (τ )

Figure 4: A Demonic evolution. At the initial time t0 the dynamical
blob f(t0) fully overlaps with macrostate I (therefore we draw only the
macrostate, for simplicity of presentation). At time t f(t) fully overlaps
with region F11F21F3, such that it partially overlaps with each of these
macrostates. The actual macrostate at t is either F1 or F2 or F3. The
volume of the blob f(t) is equal to the initial volume of f(t0) in accor-
dance with Liouville’s theorem, but the volume of the final macrostate is
smaller than the volume of the initial macrostate, so that the entropy of
D1G1E has decreased.
9 Here is the concise argument. (i) Approaches based on behavior in the infinite
time limit (for example, ergodicity) do not yield predictions for finite times, since
any finite time behavior is compatible with ergodic dynamics. (ii) Approaches based
on ignorance or combinatorial considerations cannot justify the choice of the measure
relative to which probability is distributed and are incompatible with the locality of
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Under which conditions can the Lebesgue measure of a macrostate
be identified with its probability at time t in the above sense? In the
above terms, the answer is clear. The conditions are such that the
dynamical blob f(t) should be spread at time t over the accessible
region in such a way that the Lebesgue measure of the blob’s sub-
regions contained in the different macrostates are proportional to
the Lebesgue measure of the macrostates themselves. We shall call
normal a dynamical evolution that satisfies this condition during a time
interval Dt.10 Of course, this condition depends on the way the shape
of the blob changes by the dynamics; more precisely, whether or not
an evolution is normal during a given time interval depends on the
way in which the blob f(t) spreads over a given set of macrostates
at the times in question.

In these terms, one of the most important projects in the founda-
tions of statistical mechanics is to find out the details of the dynamical
conditions under which the probability of a macrostate coincides with
its Lebesgue measure. In general, even if at some time the probability
of a macrostate coincides with its Lebesgue measure, there is no
guarantee that this condition will hold at other times. This essentially
is the significance of the objections by Loschmidt and by Zermelo to
Boltzmann’s early theory.

I.2. The Construction of a Demon. Consider the phase space C of some
isolated subsystem S of the universe illustrated in Figure 4. Each point
in C describes a microstate of S. We divide the degrees of freedom of
S into three sets: D, G, and E (for Demon, Gas, and Environment,
respectively). We assume throughout that these subsystems, and in
particular the Demon, are purely mechanical systems that invariably
satisfy all the laws of the underlying mechanical theory, that is, in our
case, classical mechanics. This means that the properties of D, G, and
E are completely described in the phase space of S (by means of the
generalized position and momentum and their functions), and they
evolve in time in accordance with the deterministic and time-reversal
invariant classical dynamics. In this sense, the Demon indeed is not
supernatural, as emphasized by Maxwell himself (1868 letter to P. G.
Tait; see note 2).
classical mechanics. (iii) The future macrostate depends dynamically and probabilisti-
cally on the present (or past) macrostate, and therefore probabilistic predictions must
take the latter into account. In other words, the probabilities we are after are supposed
to predict and explain macroscopic behavior for finite times, and are conditional on
present information.

10 A uniform probability distribution at time t is a special case of the final state of what
we call a normal evolution.
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Take now the phase space C of S and consider its partition into the
macrostates. Suppose that S is prepared initially in the macrostate I.
This means that initially the dynamical blob f(t0) exactly coincides
with I. Let the microdynamics be such that f(t0) evolves after a finite
time interval Dt5t, in such a way that at time t5t f(t) coincides with
the region F, which is the union of the three macrostates F1,F2,F3 (we
often denote each of these macrostates by Fi where i51,2,3). This
means that if S starts out in some microstate in macrostates I at t50
then, at time t5t, the microstate of S will be in one of the regions Fi
(that is, F1 or F2 or F3). If, say, S ends up in F1, then F2 and F3 contain
only points that belong to counterfactual trajectory segments of S.
Such a microdynamics is compatible with Liouville’s theorem, since
the volume of the union F1 1 F2 1 F3 is equal to (or larger than)
the volume of I. Figure 4 illustrates the simple case in which the
volume of F1 1 F2 1 F3 is equal to the volume of I.

A dynamical evolution of this sort is Demonic, if the Lebesgue mea-
sure of each of the Fi states is smaller than the measure of I. The
reason is two-fold. (i) This evolution is entropy reducing since the
entropy of S at time t is defined as the logarithm of the Lebesgue mea-
sure of the macrostate of S at time t. (ii) The probability for decrease
of entropy for the system that starts out in macrostate I is higher than
the Lebesgue measure of each of the Fi states. By contrast, if the evo-
lution were normal during Dt (as defined above), the trajectories that
start out in I roughly would spread over the accessible region at time
t5t, and, therefore, the probability that S would evolve from I to F
(or to every subregion of Fi) during Dt would be proportional to
the Lebesgue measure of F (or to the Lebesgue measure of Fi).

Let us sum up. By the concept of probability in statistical mechanics
described above, the probabilities we assign to the macro-behavior of
a system should be dictated by the behavior of the trajectories over
time and, in particular, by the behavior of finite segments of trajec-
tories that start out at time t0 in some known initial macrostate I. At
any given time t > t0 the macroscopic behavior of S is determined by
the overlap in C at time t between the time-evolved blob f(t) and the
various regions corresponding to the macrostates in C. As we said
before, the dynamical evolution of S is called normal if and only if
the measure of the finite segments starting out in I at time t0 and
arriving into eachmacrostate Fi at time t is proportional to the Lebesgue
measure of each of the Fi. Since in our construction the probability that
S arrives into any given Fi is higher than the Lebesgue measure of each
of the Fi, the dynamics is Demonic in precisely the sense that it reduces
the entropy of S with probability higher than the Lebesgue measure of
the target macrostate Fi.
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Once it is realized that probabilities and dynamics are intertwined
in the way described above, two crucial points immediately follow. First,
the Demonic evolution is compatible with any probability distribution
over initial conditions, say, the distribution over the microstates in the
initial macrostate I. Second, it is compatible with what we called a normal
evolution in the following sense. Recall that a normal evolution means
that after a finite time DTn the probability of any macrostate M is pro-
portional to the Lebesgue measure of M. Given a normal evolution, it
is possible to tailor Hamiltonians that will be Demonic for times Dt5t
shorter than the time interval DTn yet still normal at time Tn. This
means that our Demon is consistent with some standard probabilistic
assumptions of statistical mechanics, in particular the assumption of a
uniform probability distribution over the microstates in I relative to the
Lebesgue measure.11

We conclude from this discussion that a Demon is possible. Let us
now explain what we mean by ‘possible’. First, as we said, a Demon is
possible in the sense that it is consistent with the principles of sta-
tistical mechanics. Second, a Demon is possible in the sense that it
is conceivable that some future segment of the actual evolution of
the universe (or of some isolated subsystem of it) will be Demonic.
By saying that such an evolution is conceivable, we mean that it is
perfectly consistent with all our past experience and with the laws
of statistical mechanics. In other words, it might be that the past
macroscopic behavior of the universe (as we know it) is not indica-
tive of its future macroscopic behavior, and yet the principles of
statistical mechanics hold at all times. That is, it might be that in
the short term the evolution will be Demonic while the long-term
evolution is normal, and vice versa.

Finally, let us re-describe the Demonic evolution in traditional terms
concerning Maxwell’s Demon. The partition of C into the macrostates
I and F1,F2,F3 shows that there is a difference in the way that the entro-
pies of the subsystems D,G, and E change in the course of the evolution
from I to the Fi. Consider the subspace of S consisting of the G degrees
of freedom, which is represented in Figure 4 by the G axis. Take the
projection of the macrostate of S onto this subspace; call the mea-
sure of this projection, relative to this subspace,12 the entropy of the gas;
and similarly for the D and E subspaces and entropies. The measure
11 Note that in the dynamical approaches of Boltzmann’s equation and its modern
successors (for example, Lanford’s theorem), the attempts to derive a monotonic entropy
increase concern certain Hamiltonians and certain initial conditions. To the extent that
they are successful, they show that under these specific conditions and times the evolu-
tion is not Demonic for some designated time intervals.

12 Relative to the whole universe this measure is zero.
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of the projection of I onto G (relative to the subspace G) is larger
than the measure of the projection of any of the Fi regions (F1 or F2
or F3) onto G, and this means that the entropy of G decreases with
certainty, so that the gas ends up in a certain predictable low en-
tropy macrostate. The entropy of D, by contrast, is unchanged by this
dynamics: The projections of the regions I,F1,F2,F3 onto D all have
the same measure. The macrostate of E is also unchanged throughout
the evolution. Thus, the entropy of the gas has decreased, whereas the
entropies of the Demon and of the environment have been conserved.
And since this outcome is perfectly macroscopically predictable, it is a
Demonic evolution. (We discuss the question of completing the opera-
tion cycle below.)

I.3. Remarks on Topology. In the Demonic set-up illustrated in Figure 4,
the F region (consisting of the three macrostates Fi) is topologically
connected. Albert’s original set-up is different (see Figure 5). In his
set-up, the dynamics is such that the region F consists of topologically
D

E

I

F3

F1

F2

G

Figure 5: Albert’s Demonic construction. The phase space regions corre-
sponding to the macrostates F1, F2 and F3 are topologically disconnected,
and – by construction – the union of these regions fully overlaps with the
blob f(t). This entails that f(t) must have already been topologically dis-
connected at t 0, when it overlapped with the macrostate I. The region
covered by macrostate I is, then, divided into three disconnected regions,
and these together form the initial blob.
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disconnected regions (the Fi’s). Since the dynamical transformation is
continuous and time-reversal invariant, this construction implies that
the region I must also consist of three topologically disconnected
regions. In fact, if the F regions are topologically disconnected, then
the whole of the phase space is decomposable into dynamically discon-
nected regions.13 This means that the dynamics in this case is not
ergodic in the Birkhoff-Von Neumann sense of the term, and this is
the reason why we prefer our set-up of Figure 4 (in which the phase
space can be metrically indecomposable and the dynamics can be
ergodic in this sense).

We want to make a clear distinction between topologically dis-
connected regions and regions which make up different macrostates.
The latter are determined by observation capabilities, and it seems to
us perfectly conceivable and even reasonable that observers cannot
distinguish between any two topologically disconnected regions. To
illustrate this point, consider a system whose dynamics is metrically
indecomposable (ergodic) in the Birkhoff-Von Neumann sense. Since
any phase point must belong to some macrostate, and since macrostates
have a positive measure, it follows that if a system is metrically inde-
composable there must be macrostates which contain points that
belong to two topologically disconnected regions (one of which has
measure zero, and the other has measure one). For this reason, region
I can be a single macrostate in Albert’s set-up, and therefore his set-up
is Demonic.

ii. some constraints

The above construction shows that a Demon is possible. However,
the classical dynamics imposes two restrictions on the efficiency of the
Demonic evolution, as follows.

II.1. Efficiency versus Predictability. In the above scenarios (Figures 4
and 5) of the Demon (as stressed by Albert) there is a tradeoff be-
tween a reliable entropy decrease and macroscopic predictability.14

We now want to draw another linkage, namely, a linkage between
the predictability of the Demonic evolution and the efficiency of the
13 In Albert’s set-up the dynamics is unstable at both the macro and micro levels,
whereas in our set-up the dynamics is unstable only at the macro level.

14 To avoid confusion, it is essential that notions such as measurement, prediction,
and so on be described in purely statistical mechanical terms. This can be done if
we think of prediction, for instance, as a sort of computation carried out by a Turing
machine, where the machine states and the content of its (long enough but finite) tape
are given by the macrostates of D and G, and the evolution between the states and
along the tape is determined by the projection of the Universe’s dynamics on the
corresponding axes.
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Demon in reducing entropy. By efficiency of an operation we mean
the entropy difference between the initial and final macrostates.

Consider one of the microstate points in the I macrostate; call it x
(see Figure 6). In a Demonic evolution, as described above, this
point must sit on a trajectory that takes it to a microstate (call it y)
in one of the Fi macrostates (say, F1) after t seconds. Consider now
the microstates which are the velocity reversals of x and y; call them
−x and −y, respectively. In many interesting cases (but certainly not in
all cases15), microstates that are the velocity reversals of each other
belong to the same macrostate. Suppose that both x and −x belong
to I, and similarly, that both y and −y belong to F1. This puts con-
straints on the efficiency and macroscopic predictability of the Demonic
evolution. Let us see why.

Since the dynamics is time-reversal invariant, if the trajectory start-
ing out in x in I takes S to the microstate y in F1, then the trajectory
D

E

G

x -x I

F3

F2

F1
y

-y

x -x I

F3

F2

F1
y

-y

Figure 6: Efficiency of Demon.
15 Consider, for example, the macrostate in which half of the gas molecules move to
the right, something we might feel as wind blowing in the right direction. Relative to
the phase-space partition that corresponds to our senses, this macrostate is easily distin-
guishable from the case where the wind blows to the left. However, in many cases it is
extremely plausible that x is indistinguishable from −x (consider the air in your room).
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that starts out in −y in F1 takes S back to the microstate −x in I after t
seconds. As the mapping from x in I to y in F1 reduces the entropy of
S, the reversed evolution from −y in F1 to −x in I increases the entropy
of S. However, if S starts off in I and evolves to, say, F1 (thereby de-
creasing its entropy), we want it to remain in the low entropy state F1,
avoiding points like −y which take S back to the higher entropy state
I after t seconds. If we wish to make S remain in F1 we can do one of
the following things:

(i) Stability versus Efficiency. We can increase the volume of each of
the Fi target states (while keeping their number fixed) and thereby
increase the total volume of the F region. In this case, the relative mea-
sure of the set of −y points in F1 will decrease, and so the probability of
the F1-to-I evolutions will similarly decrease. The reason is that F1 will
include longer trajectory segments which map F1 to itself. But the
larger the volume of F1, the smaller is the entropy difference between
I and F1. Here, there is a tradeoff between the efficiency of the
Demon (that is, the amount of entropy decrease) and the stability of the
low entropy state.

(ii) Stability versus Predictability (for a given efficiency). We can
increase the number of the F states (given a fixed measure of each
of the Fi states), so that each of F1,F2,F3,… will still have a small volume
(relative to the volume of I ), but the total volume of the F region will
increase. In this case, the measure of trajectories that arrive into each
of the Fi’s will be small relative to the volume of the Fi’s. The entropy
of S will decrease in every cycle of operation, and, moreover, the low
entropy final macrostate will be relatively stable. However, as the
number of the Fi states increases, the macroscopic evolution of S
becomes less predictable. So there is a tradeoff between the stability
of the low entropy state and the macroscopic predictability.

(iii) According to the optimal interplay between the three factors of
stability, predictability, and efficiency, we can combine strategies (i)
and (ii), that is, increase the measure of each of the Fi states and their
number. It is easy to see how this interplay comes about by focusing
on the special case in which the volume of I is equal to the total volume
of the union of the Fi states (as illustrated in Figures 4 and 5). In this
case, no matter how much we increase the number of the Fi states,
since their total volume is equal to that of I, it follows from the time
reversal of the dynamics that the trajectory of S will oscillate between
the I and Fi states with frequency 1/2t. Note that the Lebesgue mea-
sure of the x-type points is equal to the measure of the −x -type points,
since the time reversal operation is measure preserving. Yet, none of
these constraints undermines the fact that the above scenarios corre-
spond to genuine Demonic evolutions.
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II.2. Preparation. In order to display a Demonic behavior as in the
above scenarios, S must start out in macrostate I. Once it reaches
the state I, it will evolve Demonically spontaneously in the way we
spelled out above. But note that S will exhibit the Demonic behavior
only if and when it reaches macrostate I. How can S arrive into this
initial macrostate? It is a consequence of Liouville’s theorem that
the measure of I cannot be greater than 1/2 of the measure of the
entire accessible region. In particular, I cannot be an equilibrium
state in the combinatorial sense of the term, since the volume of an
equilibrium state usually takes up almost the entire accessible region
in the phase space. Any macrostate whose measure is small enough can
be part of a Demonic set-up. Yet, since the universe is in a low entropy
state right now, this constraint does not really undermine the possibility
that the universe will evolve Demonically in the future.

iii. completing the operation cycle

By the definition we gave earlier, a system is Demonic if its entropy
decreases with probability higher than that determined by the stan-
dard Lebesgue measures of the initial and final macrostates. However,
some writers argue that this is not sufficient; they add the require-
ment that an evolution be considered Demonic only if, in addition,
the cycle of operation is completed.16 We do not want to go into the
question of whether or not this requirement is justified. Instead, we
will show now how it can be satisfied by our construction.

III.1. Three Requirements. What is a completion of an operation cycle?
Once the cycle is completed we do not want the system to return
exactly to its initial macrostate, since in particular we want the entropy
of the gas to remain low. Instead, the idea is that at the end of the
cycle the situation will be as follows. Take our total system S, consisting
of the degrees of freedom D, G, and E. G must end up with entropy
lower than its initial entropy, while D and E must end up with entropy
not higher than their initial entropy. D must end up in its original
initial macrostate as well as retain its initial entropy. E, by contrast,
must retain its initial entropy, but it may end up in a macrostate that
is different from its initial macrostate. This latter requirement is in
accordance with the standard literature. For example, Bennett and
Szilard argue that completing the cycle of operation involves dis-
sipation in the environment, and therefore the environment’s final
16 For more details concerning the cyclic nature of the second law of thermo-
dynamics, see Uffink, “Bluff Your Way in the Second Law of Thermodynamics,” Studies
in History and Philosophy of Modern Physics, xxxii, 3 (September 2001): 305–94.



the journal of philosophy404
macrostate is a fortiori different from its initial macrostate.17 (For them,
not only does the macrostate of the environment change; there is
an increase in the entropy of the environment. We allow for a dif-
ferent macrostate with the same entropy.) Moreover, the overall final
macrostate (at the end of the operation cycle) of Smust be such that a
subsequent entropy-reducing operation cycle can start off, and once
the second operation is completed another one can start off, and
then another, perpetually. These requirements are often stated in
terms of three properties that the final macrostate of S (at the end
of the operation cycle) should have:

(i) Low Entropy. The total entropy of S at the end of the operation
cycle must be lower than its entropy in the initial macrostate I.

(ii) Reurn of D to Ready State. At the end of the operation cycle, D
must return to its initial ready macrostate so that a new cycle of opera-
tion can start off.

(iii) Erased Memory. The final macrostate of S must be erased in the
sense that at the end of the operation cycle it must be macroscopically
uncorrelated with the Fi macrostates. In other words, at the end of the
cycle there should be no macroscopic records of whatever sort that will
allow retrodicting which state among the Fi was the actual macrostate
of S prior to the erasure. Obviously, the requirement of erasure refers
to the macroscopic level, since the classical microdynamics is incompati-
ble with erasure at the microscopic level because it is deterministic and
time-reversal invariant.18 Note that requirement (iii) is stronger than
requirement (ii), since the memory could be stored in systems other
than D.

Before we proceed to showing how all these requirements can be
achieved, it is instructive to consider two attempts that do not work.
The first attempt does not obey Liouville’s theorem, and the second
increases entropy.

Consider a dynamics which takes S from I to one of the Fi states
(as before). Then: S evolves to a macrostate A (see Figure 7) such that
D goes back to its initial state (requirement ii) while leaving G in its
17 See Bennett, op. cit.; and Leo Szilard’s 1929 paper, “On the Decrease of Entropy in
a Thermodynamic System by the Intervention of Intelligent Beings,” in John Archibald
Wheeler and Wojciech Hubert Zurek, eds., Quantum Theory and Measurement (Princeton:
University Press, 1983), pp. 539–48.

18 By contrast, the quantum microdynamics is consistent with microscopic memory
erasure (requirement iii). The information carried by the value of a quantum mechani-
cal observable of a system in state |y〉 can be erased by measuring observables that do
not commute with |y〉〈y |. However, the quantum microdynamics cannot satisfy both
requirements (ii) and (iii) at the microscopic level without violating unitarity. Here we
only consider a classical erasure.
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low entropy state (requirement i), and E is unchanged. Such dynamics
erases memory (requirement iii), since from the final macrostate A it is
impossible to retrodict which among the Fi macrostates was the pre-
vious macrostate of S. However, this dynamics violates Liouville’s theo-
rem, since it maps the entire blob F1 1 F2 1 F3 into A, whose volume
is smaller than the volume of F1 1 F2 1 F3. Therefore, such a process
is impossible. This, in essence, is the difficulty addressed by Landauer.

The second attempt maps the macrostates F1,F2,F3 to the region A
(see Figure 8), where region A now has the following properties. It
contains all the microstates at which the trajectories leaving region
F arrive after t ′ seconds (thus obeying Liouville’s theorem); G retains
its low entropy state, and D returns to its initial ready state (require-
ment ii). Memory is erased, since from the information that S is in
macrostate A, it is impossible to infer which macrostate it was in
before (requirement iii). However, due to Liouville’s theorem, the
entropy of E increases, and so the final entropy of S is the same as
the initial entropy in macrostate I. The achievement of reducing
the entropy by the transformation from I to one of the macrostates
F1 or F2 or F3 is lost, contrary to requirement (i).

We now turn to show, by way of construction, how requirements (i),
(ii), and (iii) can be achieved together without violating any principle
of mechanics.

III.2. Low Entropy and Return to Ready State. We begin with require-
ments (i) low entropy and (ii) return to the ready state. Consider
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Figure 7: Erasure that violates Liouville’s theorem.
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Figure 9. The region A is partitioned into three disjoint macrostates
A1, A2, and A3 such that the union of their volumes is at least as large
as the union of the volumes of F1, F2, and F3. In the simplest case,
illustrated in Figure 9, the volumes of A1, A2, and A3 are all the same
and are equal to the volumes of F1, F2, and F3. We now require that
the dynamics maps the Fi states (after a certain time interval) to the
macrostates Ai (i51, 2, 3).19 The actual final state of S will be one of the
Ai macrostates, and the volume of that macrostate is, by construction,
equal to the volume of each of the Fi macrostates and smaller than the
volume of the initial macrostate I. This means that the total entropy of
S during the evolution from F to A does not change, and in particu-
lar it does not increase. So the evolution satisfies requirement (i) of
low entropy.20

Let us see now what this entropy-conserving transformation implies
for the three subsystems separately: G, D, and E. The Ai macrostates
are chosen such that the projection along the G axis is the same as in
the Fi macrostates, and so G retains its low entropy. The projection
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Figure 8: Dissipative erasure.
19 If the regions F1,F2,F3 are topologically disconnected, then so will be the regions
A1,A2,A3. This will put some constraints on the dynamics of the erasure; see below.
Since in our set-up the Fi regions are connected, this problem does not arise.

20 The partition into thermodynamic macrostates might even yield smaller and
more numerous A macrostates such that the entropy of the final macrostate at the
completion of the cycle would be even smaller than it was at t5t; but this is more
than we need right now.
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along the D axis is the same as in the initial macrostate I, and so by
this dynamics D returns to its initial ready state. So requirement (ii)
of return to the ready state is satisfied for D. Moreover, the entropy
of D has not changed throughout the evolution.

Along the E axis, there are by construction three regions corre-
sponding to three possible final macrostates E1, E2, E3 of E. The
entropy of E in each of these macrostates is the same as it was in the
initial state I, although E ’s final macrostate is different from its initial
one. As we said above, the fact that E ends up in a macrostate different
from its initial macrostate is not a problem and is in accordance with
the standard requirements in the literature. Moreover, we can con-
struct the evolution from F to A such that the entropy of E will decrease
by taking a partition of A into more numerous and smaller subsets.
In this case, obviously, E not only need not but cannot return to its ini-
tial macrostate. So requiring that it will return to its initial macrostate
is superfluous.

III.3. Memory Erasure. We will now show, by explicit and general
phase-space construction, that it is possible to construe the Amacrostates
such that our dynamics will result in a genuine memory erasure without
increasing the total entropy of S or violating Liouville’s theorem.
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Figure 9: Entropy conserving erasure I.
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So far, nothing in our construction corresponds to memory erasure,
since it is possible that the A1, A2, and A3 macrostates are one-to-one
correlated with the F1, F2, and F3 macrostates, so that from the final
Ai macrostate it is possible to retrodict the Fi macrostate. However,
such a correlation easily can be avoided, as follows. Consider a dynamics
such that 1/3 of the points in each of the regions F1, F2, and F3 are
mapped onto each of the regions A1, A2, and A3. Conversely, this
dynamics entails that among all the points that arrive into each of the
Ai regions from the Fi regions, 1/3 arrive from each of the Fi regions.

By this construction, the Ai macrostates are not macroscopically cor-
related to the Fi macrostates, and in this sense they bear no informa-
tion about their macroscopic history. Given the final Ai macrostate, it
is impossible to retrodict the Fi macrostate. In particular, given the Ai

macrostate of S, say it is A1, it is impossible to reconstruct the historical
macrostate Fi, since the dynamics maps sub -regions of the Fi macro-
states to sub -regions of the Ai macrostates. Therefore, the F -to-A trans-
formation is a memory erasure, and moreover, as we just saw, it is a
dissipationless memory erasure (relative to the carving up of the phase
space into the Fi and Ai macrostates). More generally, relative to any
given set of macrostates, there is an erasing dynamics (in finite times)
of the kind spelled out above which is perfectly compatible with
Liouville’s theorem and with the requirements of low entropy and
return to the ready state. At the same time, the actual final Ai

macrostate, and in particular the projection of Ai onto the E axis,
is macroscopically unpredictable given the previous Fi state of S.

By this construction we have demonstrated that the cycle of opera-
tion in a Demonic evolution can be completed in the right sense of
completion. The initial and final macrostates of S are indeed different;
by the end of each cycle the number of macrostates of E which over-
lap with the blob is (in our set-up) tripled. But this is irrelevant to the
questions of Maxwell’s Demon and memory erasure. More generally,
our construction shows that the exponential increase in the number
of macrostates is perfectly compatible with a reliable, regular, and
repeatable entropy decrease and genuine memory erasure.

According to the Landauer-Bennett thesis, memory erasure is
necessarily accompanied by a compensating entropy increase of kln2
per bit of lost information. Landauer and Bennett base their thesis
on Liouville’s theorem. Our F-to-A dynamics is a counterexample directly
refuting the thesis.

Finally, consider a more refined partition of the F and A regions
into macrostates (see Figure 10). Instead of macrostate F1, for exam-
ple, we have three macrostates, F11,F12,F13; instead of the macrostate
A1 we have A11,A12,A13; and so on, such that F11,F12,F13 are mapped to
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A1; F21,F22,F23 are mapped to A2; and F31,F32,F33 are mapped to A3.
Conversely, A11,A21,A31 are mapped to F1, and so on.21 Relative to this
partition, the dynamics described above is not a memory erasure, since
it is possible to retrodict from the actual macrostate Aij the macro-
scopic history of S. But an erasure dynamics can be constructed rela-
tive to this partition, in an essentially similar way to the one above. We
see that a memory erasure is relative to a partition of the phase space.
However, note that there is no universal erasure, that is, an erasure
applicable to all possible partitions, however refined, since a universal
erasure would require dynamics that is maximallymixed in a finite time
interval. This is impossible, because it is impossible that after a finite
time interval every set of positive measure in every macrostate contains
end points that arrived from all the other macrostates.22
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Figure 10: Entropy conserving erasure II.
21 In our set-up, the macrostates F11,F12,F13, and so on need not correspond to topo-
logically disconnected regions (for the same reason we have argued before; see sec-
tion i). However, if the macrostates F1,F2,F3 are topologically disconnected, then so
will be their sub-regions Fij (that is, F11,F12,F13, and so on) and the regions A1,A2,A3
and their sub-regions Aij.

22 This is an implication of the locality of classical mechanics.
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iv. conclusion

The law that entropy always increases—the second law of thermo-
dynamics—holds, I think, the supreme position among the laws of
Nature… . [I]f your theory is found to be against the second law of
thermodynamics I can give you no hope; there is nothing for it but to
collapse in deepest humiliation.

—Arthur Eddington23

We believe that Eddington was wrong. We have just shown that
Maxwell’s Demon is compatible with (classical) statistical mechanics,
and therefore the second law of thermodynamics is not universally
true if statistical mechanics is.

Nevertheless, if we take our experience as a guide, we cannot con-
struct Demons. How can we explain this, given that Maxwellian Demons
are in principle possible? As we said, whether or notMaxwellianDemons
can be constructed in our world depends on the kinds of Hamiltonians
we can construct and the initial conditions we can control. Maxwellian
Demons are possible in cases where there is the right sort of harmony
between the dynamics (the evolution of the dynamical blobs f(t)) and
the partition of the phase space into macrostates. One can construct
Demons either by finding the right sort of dynamical evolution tomatch
a given set of macrostates (by constructing the Hamiltonian), or by
finding the right set of macrostates to match a given dynamics (by con-
structing the right measuring devices).24 If we could achieve such a
Demonic harmony, we could extract work from heat and, contrary
to the Landauer-Bennett thesis, perform a logically irreversible com-
putation without dissipation.

It seems to us that the difficulties in actually constructing a De-
monic system involve practical issues such as controlling a large
number of degrees of freedom and their initial conditions, inter-
ventionist considerations,25 and so on. Since the issues involved here
are merely practical, ruling out the possibility of the Demon in advance
23 Arthur Eddington, The Nature of the Physical World (London: Everyman’s Library,
J. M. Dent, 1935), p. 81.

24 Compare Adolf Grünbaum’s suggestion: “…[F]or any specified ensemble there will
plainly be coarse-grainings that make the ensemble’s entropy do whatever one likes, at
least for finite time intervals.” See Lawrence Sklar, Physics and Chance: Philosophical Issues
in the Foundations of Statistical Mechanics (New York: Cambridge, 1993), p. 357.

25 In quantum mechanics, interventionist constraints presumably would be related to
decoherence effects. On the role of decoherence in statistical mechanics, see Hemmo
and Shenker, “Can We Explain Thermodynamics by Quantum Decoherence?” Studies
in History and Philosophy of Modern Physics, xxxii, 4 (December 2001): 555–68, and
“Quantum Decoherence and the Approach to Equilibrium (II),” Studies in History
and Philosophy of Modern Physics, xxxvi, 4 (December 2005): 626–48.
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on the basis of, say, the second law of thermodynamics, is circular rea-
soning.26 Certainly, the fact that Demons have not been observed in
the past does not by itself entail that they will not be observed or con-
structed in the future.

meir hemmo
University of Haifa

orly shenker
The Hebrew University
26 In the case of erasure, the dissipation of klog2 per bit is so small that it cannot be
measured given present technology.
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A MODAL THEORY OF FUNCTION*
The function of a trait token is usually defined in terms of some
properties of other (past, present, or future) tokens of the
same trait type. I argue that this strategy is problematic, as

trait types are (at least partly) individuated by their functional prop-
erties, which would lead to circularity. In order to avoid this problem,
I suggest a way to define the function of a trait token in terms of the
properties of the very same trait token. To able to allow for the pos-
sibility of malfunctioning, some of these properties need to be modal
ones: a function of a trait is to do F just in case its doing F would
contribute to the inclusive fitness of the organism whose trait it is.
Function attributions have modal force. Finally, I explore whether
and how this theory of biological function could be modified to
cover artifact function.

i. artifact function and biological function

The function of my corkscrew is to open bottles. The function of my
heart is to pump blood. These two function-attributions are of differ-
ent kinds. My corkscrew is an artifact, whereas my heart is a biological
organ. Artifact function seems to be the easier of the two kinds to ana-
lyze. The standard way of explaining artifact function is with reference
to the notion of design. My corkscrew has the function to open wine
bottles if and only if it was designed to open wine bottles. If we wonder
what the function of an artifact may be, we should just ask the designer
to get an answer.

This explanatory scheme will not work in the case of biological
functions, as there is no designer who designed biological traits (or,
in any case, there is no one we could ask). Thus, it seems that in spite
of the fact that we talk about functions both in the artifact and in the
biological case, these two kinds of function are very different indeed:
one is fixed by design, whereas the other is not.

I focus on biological function in this paper, but at the end I will
come back to the notion of artifact function and reevaluate the
* I presented earlier versions of this paper at the Pacific APA in March 2006 as
well as at the University of British Columbia (April 2006) and at Syracuse University
(November 2006). I am grateful to my commentator at the APA, Robert Richardson.
I am especially grateful to Mohan Matthen, John MacFarlane, and Mark Heller for
comments and discussion. I am equally grateful for the useful comments I received
from three referees of this journal.

0022-362X/10/0708/412–431 ã 2010 The Journal of Philosophy, Inc.



a modal theory of function 413
standard analysis of artifact function in light of the argument pre-
sented in the case of biological function.

After considering some important desiderata every theory of func-
tion needs to satisfy (section ii), I point out that the function of a trait
token is usually defined in terms of some properties of other (past,
present, future) tokens of the same trait type. I argue that this strategy
is problematic, as trait types are usually individuated (at least partly)
in terms of their functional properties, which would lead to circularity
(sections iii–v). In order to avoid this problem, I suggest a way to
define the function of a trait token in terms of the modal properties
of the very same trait token (sections vi–vii). Finally, I explore whether
and how this theory of biological function could be modified to cover
artifact function (section viii).

ii. three desiderata for a theory of function

There may be many more than three desiderata for a theory of bio-
logical (or artifact) function, but I will mention three of these, which
I take to be the most important ones and which apply in both the
biological and the artifact cases.

First, a trait can have two (or more) functions at a time. The func-
tion of my mouth is both to eat and to speak, for example. A theory of
function should be able to allow for the possibility that one trait has
two (or more) functions.

Second, function attributions can depend on the explanatory project
at hand. The function of my left eyelid is to blink, but its function is
also to keep my left eye moist. It depends on the explanatory project
at hand which function attribution we will opt for. Suppose that we are
concerned with the anatomy of the eyelid, regardless of its relation to
the eye. In this explanatory project, it will be irrelevant whether the
eye is kept moist or not: the function of the eyelid is to contract and
expand in a certain way: to blink. In some other explanatory projects,
however, where we analyze the moistness of the eye and we are not
concerned with the anatomy of the eyelid, the function of the eyelid
in this explanatory scheme will be to keep the eye moist. It should
not be a surprising claim that function attributions can depend on
the explanatory project. It has been argued that the function of a trait
explains why this trait is the way it is.1 If, however, explanations are
considered to be responses to why-questions2 and, therefore, themselves
1 L. Wright, “Functions,” Philosophical Review, lxxxii, 2 (1973): 139–68; Paul E.
Griffiths, “Functional Analysis and Proper Functions,” British Journal for the Philosophy
of Science, xliv, 3 (1993): 409–22.

2 Bas C. van Fraassen, The Scientific Image (New York: Oxford, 1980).
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depend on the explanatory project, then the function we attribute to a
trait will also depend on the explanatory project.3

Third, any theory of function must be able to account for the
phenomenon of malfunctioning. A trait can have a function but fail
to perform this function. If my heart skips a beat, it still has the function
to pump blood, but at that moment it fails to perform this function:
it malfunctions.

iii. the etiological theory of biological function

The most widespread notion of biological function is the following: a
trait of an organism has function F if and only if its performing F
has contributed to the survival of the ancestors of this organism. This
notion of function is usually referred to as ‘etiological’: what deter-
mines the function of a trait is its history. The function of the human
heart is to pump blood because the fact that the heart pumped
blood contributed to the survival of our ancestors.4

According to a widely accepted version of the etiological theory, the
“modern history theory of functions,” in order for a trait to have a
function it must be the case that this trait has recently contributed to
the survival of the organism’s ancestors.5 If a trait contributed to the sur-
vival of an organism’s ancestors in the distant past but has not con-
tributed since, it does not have a function. The human appendix,
for example, has not contributed to our survival recently; thus, it does
not have any function. To sum up, the etiological view of function
asserts that the function of a trait is determined by its recent history.

Note that this theory of biological function restores the continuity
between the explanation of biological and artifact functions. The
function of my corkscrew is to open wine bottles because it has been
designed to open wine bottles, whereas the function of my heart is to
3 This feature of function attributions also explains why biological function is some-
times thought to be indeterminate (see, for example Peter Godfrey-Smith, “A Modern
History Theory of Functions,” Noûs, xxviii, 3 (1994): 344–62, at p. 356). In the dis-
tant past, the human appendix had the function to decompose celluloid. Now it
no longer has this function. At some point in our evolutionary history, the human
appendix ceased to have this function. But it is difficult to see what could be the crite-
rion for the exact time when it no longer had this function. If function attribution
depends on the explanatory project, then, depending on with which explanatory
project we are engaging, the human appendix may or may not have the function
to decompose celluloid.

4 Ruth G. Millikan, Language, Thought and Other Biological Categories (Cambridge: MIT,
1984); Karen Neander, “Functions as Selected Effects: The Conceptual Analyst’s
Defense,” Philosophy of Science, lviii, 2 (1991): 168–84; Neander, “The Teleological
Notion of ‘Function’,” Australasian Journal of Philosophy, lxix, 4 (1991): 454–68; Griffiths,
op. cit.; Godfrey-Smith, op. cit.; Wright, op. cit.

5 Godfrey-Smith, op. cit.
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pump blood because it has been selected for pumping blood. In both
cases, function is fixed by the past: past design or past selection.

Probably the most famous objection to the etiological view is based
on the swampman thought experiment. A very direct consequence
of the etiological definition of function is that what fixes the function
of a trait is its past, not its present. Hence, if an organism that is
molecule-for-molecule identical to me (the swampman) were created
by chance, its organs would not have any functions, since it would lack
the evolutionary history that would fix the function of these organs.With-
out engaging with the Byzantine swampman literature, I raise a more
serious objection to the etiological theory in the next section and then
generalize this objection to other theories of function in section v.

iv. a new objection: the individuation of trait types

The etiological definition of function presupposes that trait types
can be individuated in an unproblematic manner. The trait whose
function is to be defined and the traits that have been selected for
in the past must be of the same type. But how can we individuate trait
types? What makes hearts different from nonhearts?

I will argue that there is no coherent, noncircular way of individu-
ating trait types that is available to the etiological theory of function.

The question, then, is how trait types are individuated. I will con-
sider three options and point out that none of them is available to
the etiological theory of function.

IV.A. Functional Criteria. The most widely accepted account of trait-
type individuation holds that tokens of a certain trait type all have the
same function. A token object belongs to trait type T if and only if it
has certain functional properties: if it has the function to do F. Those
entities are hearts that have the function of pumping blood. Those
entities that do not have this function are not hearts.

As Karen Neander puts it: “Most biological categories are only
definable in functional terms.”6 This account of individuating trait
types is widely (though not universally) accepted as a general sug-
gestion both in philosophy of biology and in philosophy in general.
Tyler Burge, for example, writes that “to be a heart, an entity has
to have the normal evolved function of pumping blood in a body’s
circulatory system.”7
6 Neander, “Functions as Selected Effects,” op. cit., p. 180; see also Morton Beckner,
The Biological Way of Thought (New York: Columbia, 1959), p. 112, and Tim Lewens,
Organisms and Artifacts: Design in Nature and Elsewhere (Cambridge: MIT, 2004), p. 99.

7 Tyler Burge, “Individuation and Causation in Psychology,” Pacific Philosophical
Quarterly, dccvii, 4 (1989): 303–22.
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It is important to note, however, that the etiological theory of func-
tion cannot help itself to this way of individuating trait types when
defining function without running into circularity.

As we have seen, the etiological definition of function presupposes
an account of trait-type individuation. Now, if we want to avoid circu-
larity, we cannot use the notion of function in order to explain trait-
type individuation. When we are explaining function, the claim that
x* (the trait whose function we are explaining) is a token of type X
(the traits that have been selected in the past) is part of the explanans.
Hence, we cannot use the explanandum (function) to explain part of
the explanans (why x* is a token of type X ).8

Thus, if we want to talk about trait types in the definition of func-
tion, we need some other way of individuating them.

IV.B. Morphological Criteria. A simpler suggestion is that we can use
morphological criteria for individuating trait types. The proposal is
that a token object belongs to trait type T if and only if it has certain
morphological properties. An entity is a heart if, for example, it has a
certain shape, size, and color, and it is not a heart otherwise.

One problem with this suggestion is that trait types need to range
over different species, but the hearts of different species have very
different morphological properties.9

But even if we only want to individuate a trait type within a certain
species, we still cannot use morphological criteria. A malformed heart
that does not have the morphological properties hearts have is a heart
all the same (it is a malformed heart, after all). What keeps hearts and
nonhearts apart cannot be a set of morphological properties.

A possible suggestion would be to say that hearts are those entities
that play a certain causal role, and those entities that do not play
this causal role are not hearts.10 This proposal, however, would not
work in the malformed heart case: a malformed heart does not
have the causal role hearts have, but it is a heart nonetheless. What
8 This problem is acknowledged by some of the defenders of the etiological theory
of function. See Neander, “Types of Traits: Function, Structure, and Homology in the
Classification of Traits,” in Andre Ariew, Robert Cummins, and Mark Perlman, eds.,
Functions: New Essays in the Philosophy of Biology and Psychology (New York: Oxford,
2002), pp. 402–22, especially p. 403; see also Griffiths, op. cit., and Paul Sheldon
Davies, Norms of Nature: Naturalism and the Nature of Functions (Cambridge: MIT, 2001).

9 Neander, “Functions as Selected Effects,” at p. 180.
10 I discuss this proposal here because its most natural rendering falls under the

morphological account of trait-type individuation, but it is worth noting that it could
also be interpreted as a version of the functional account—if we conceive of func-
tion in a way Cummins does in his “Functional Analysis,” this journal, lxxii, 11
(November 1975): 741–64, and in his “Neo-Teleology,” in Ariew, Cummins, and
Perlman, eds., op. cit., pp. 157–73.
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matters is not what the heart does (or how it looks), but what it is
supposed to do.

To sum up, the suggestion that morphological criteria could be
found for individuating trait types does not work.11 This leaves us with
a third alternative.

IV.C. Homological Criteria. A third possible answer is the following.
One could argue that what guarantees that two traits are tokens of
the same type is that they are homologues: they have common descent;
they are members of the same “reproductively established family.”12

To make this suggestion as plausible as possible, we should not
confuse it with the view that homologous traits are ‘coded by’ the
same gene, for the simple reason that no trait should be taken to be
‘coded by’ a gene. The way a trait turns out depends partly on the
gene, but it also depends on the intra- and extra-cellular environment
during the developmental process. Assuming that the genetic factor
can be singled out from this complex causal network is biologically
very implausible.13 The most plausible homological accounts of trait-
type individuation are not committed to this gene-centric view.14 The
suggestion is that whether a trait belongs to a homologically established
trait type depends not only on what gene this trait was coded by, but
also on the developmental process.

The homological account of trait-type individuation is vulnerable to
a serious objection. Take the following example. The forelimbs of
vertebrates, such as the wings of birds, and the forelegs of ancient
amphibians are homologous: the wings of eagles belong to the same
reproductively established family as the forelegs of some ancient
amphibians. According to the suggestion for individuating trait types
we are considering here, they must be of the same trait type.

But the wing of the eagle and the foreleg of an ancient amphibian
are clearly not tokens of the same trait type. One of them is a wing, and
the other is a foreleg. They belong to very different trait types indeed.
11 The morphological account of trait-type individuation may be supplemented with
a homological one (Ron Amundson and George V. Lauder, “Function without Purpose:
The Uses of Causal Role Function in Evolutionary Biology,” Biology and Philosophy,
ix (1994): 443–69; Lauder, “Homology, Form, and Function,” in Brian K. Hall, ed.,
Homology: The Hierarchical Basis of Comparative Biology (San Diego: Academic Press, 1994),
pp. 151–96). As we will see, however, this homological account raises serious worries.

12 See for example Amundson and Lauder, “Function without Purpose,” op. cit.;
Lewens, op. cit., pp. 99–100; Millikan, op. cit. The term “reproductively established
families” was introduced by Millikan (ibid., p. 23ff).

13 Griffiths and R. D. Gray, “Developmental Systems and Evolutionary Explanation,”
this journal, xci, 6 ( June 1994): 277–304, especially pp. 298ff.

14 V. Louise Roth, “On Homology,” Biological Journal of the Linnean Society, xxii
(1984): 13–39, especially p. 17; Günther P. Wagner, “Homology and the Mechanisms
of Development,” in Hall, ed., op. cit., pp. 273–99.
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The defender of the homological way of individuating trait types
may argue that these two traits do belong to the same trait type; both
are forelimbs after all. A trait token can be typed in many different
ways, and typing the eagle’s wings as forelimbs is a perfectly valid
way of doing so. The real problem is that this way of individuating trait
types cannot individuate trait types narrowly enough: it will not even
be able to differentiate between wings and forelegs. More importantly,
such a broad way of typing traits does not help in our definition of func-
tion, as using this way of talking about trait types would attribute the
function of crawling to the eagle’s wings.

But perhaps such oldmembers of a reproductively established family
(for example, the traits of our ancient amphibian) just do not count. A
possible suggestion would be to say that wings belong to the same trait
type because they are all recent members of a reproductively estab-
lished family. In other words, two token objects belong to the same
trait type if and only if they are recent homologues: recent members of
a reproductively established family.

The problem with this suggestion is that there is no noncircular
way of cashing out what is meant by ‘recent’. We would be happy to
say that the eyes of the eagle and the eyes of the ancient amphibian
are tokens of the same type. Then why can’t we do the same with fore-
limbs? What is so different in the two cases that makes us sort the two
token traits under the same type in the latter case but not in the former?

The only thing that differentiates the example of the eye from the
example of the forelimb is that the selection pressure changed in the
latter case but not in the former. Forelimbs have been selected for
doing something different in the bird population and in the ancient
amphibian population. Eyes, on the other hand, have been selected
for doing the same thing in the bird population and in the ancient
amphibian population.

Thus, if we want to make sense of the suggestion that two trait
tokens belong to the same trait type if and only if they are recent homo-
logues, then we will have difficulties defining what is meant by the term
‘recent’. In defining the eagle’s trait types, ‘recent’ includes the ancient
amphibian population when we are analyzing the eye example, but it
certainly does not include the ancient amphibian population when it
comes to forelimbs. The bottom line is that what ‘recent’ amounts to
depends on what the trait in question has been selected for; what
‘recent’ amounts to depends on the etiological function of the trait.
The suggestion boils down to the claim that what makes a trait token
a token of a certain trait type is that it is a homologue of trait tokens
that were selected for doing the same thing as this token (or, in other
words, that had the same etiological function as this token).
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Hence, this way of individuating trait types collapses into the func-
tional account of trait-type individuation. But we have seen above that
the functional account of trait-type individuation cannot be used in
the definition of function without running into circularity.

To sum up, the etiological theory of function cannot rely on any of
the three ways of individuating trait types. Since the etiological notion
of function requires an unproblematic way of individuating trait types,
we need to dispose of this theory of function.15

v. beyond etiology: a more general problem

If the argument I presented here is correct, then the etiological theory
of function cannot stand, for it has to rely on an independent account
of individuating trait types, and no such account is available for the
etiological theory. So, the etiological theory should be disposed of,
and we should look for some other theory of function. The problem
is that all alternatives to the etiological theory of function rely on an
independent account of individuating trait types.

The main alternative to the etiological theory of function has been
the so-called propensity theory, which claims that it is not the past but
the future of the organism that fixes the function of a trait.16 The func-
tion of a trait is what will (be likely to) contribute to the survival of the
organism. In other words, function is a propensity.

According to the propensity definition, a trait “has a (biological) func-
tion just when it confers a survival enhancing propensity on a creature
that possesses it.”17 In other words, the function of a trait is its propensity
to contribute to the fitness of the organism: “when we speak of the func-
tion of a character, therefore, we mean that the character generates pro-
pensities that are survival-enhancing in the creature’s natural habitat.”18

Several objections have been raised against this view.19 Whether
or not these objections are conclusive, it needs to be noted that the
propensity definition of function also presupposes an unproblematic
15 One could argue at this point that these three ways of individuating trait types are
not exhaustive. More specifically, one could argue for some kind of hybrid account (see
for example Neander, “Functions as Selected Effects,” at p. 178, and “Types of Traits,”
especially pp. 403–04). It can be pointed out that these hybrid accounts of trait-type
individuation would either collapse into a homological account or raise the same
problems about circularity as the functional account of trait-type individuation.

16 John Bigelow and Robert Pargetter, “Functions,” this journal, lxxxiv, 4 (April 1987):
181–96.

17 Ibid., p. 192.
18 Ibid.
19 Godfrey-Smith, op. cit., especially pp. 352–53; Neander, “The Teleological Notion

of ‘Function’”; Millikan,White Queen Psychology and Other Tales for Alice (Cambridge: MIT,
1993); Denis M. Walsh, “Fitness and Function,” British Journal for the Philosophy of Science,
xlvii, 4 (1996): 553–74.
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account of how trait types are individuated: a trait token has the func-
tion to do F if and only if the fact that traits of the same type will do F
will contribute to the organism’s survival.20

There is a third theory of function that we should consider: the
relational theory of function.21 It has been argued that we cannot talk
about the function of a trait in general, but only the function of a trait
relative to a certain selective regime.22 Here is Walsh’s definition:
“The/a function of a token of type X with respect to selective regime
R is to m iff X ’s doing m positively (and significantly) contributes to
the average fitness of individuals possessing X with respect to R.”23

Again, this definition presupposes an independent way of individu-
ating trait types.

In other words, the most important candidates for defining func-
tion presuppose an account of individuating trait types. Thus, we have
a serious worry. We are left with no plausible theory of function.

vi. a modal theory of function

We have seen that every definition of function that talks about trait
types faces the trait-type individuation objection. An obvious way to
avoid this objection would be to define function without referring
to trait types at all. If we accept a notion of function that does not rely
on the prior individuation of trait types, then we obviously do not
need to worry about trait-type individuation. If we could define func-
tion without appealing to trait-type individuation, then we could use
this definition of function to individuate trait types without running
into circularity.

Note, however, that if a definition of function does not rely on an
account of trait-type individuation, then the function of a token trait
must be determined entirely by the properties of that very trait token
and not by the properties of other tokens of the trait type to which
this token belongs. In that case, however, it is difficult to see how a
trait can malfunction. When a trait malfunctions, it is supposed to
do (that is, it has the function to do) F, but it does not do F. My heart
malfunctions when it does not pump blood (though it is supposed
to/has the function to do so). If we define the function of a trait
20 As Godfrey-Smith pointed out, the propensity theory oscillates between talking
about the propensity of a trait token (see Bigelow and Pargetter, op. cit., p. 192) and
taking about the propensity of a trait type (ibid., pp. 194–95). He convincingly argues
that the only plausible reading is the latter (Godfrey-Smith, op. cit., at p. 360).

21Walsh, “Fitness and Function,” op. cit.
22 By selective regime Walsh means “the total set of abiological and biological (in-

cluding social, developmental and physiological) factors in the environment of the
trait which potentially affect the fitness of individuals with that trait” (ibid., p. 564).

23 Ibid.
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token in terms of the properties of that trait token alone, then it is
difficult to see how the function can be different from what the trait
token actually does. In other words, it is difficult to see how such an
account of function could explain malfunctioning.

One possible way to explain how a trait can malfunction is by attrib-
uting modal force to claims about function. Trait x may not perform
F, but if it were to perform F, this would contribute to the survival of
the organism with x. Thus, at first approximation, doing F is a func-
tion of x if and only if it is true that if x is doing F, then this would
contribute to the survival of the organism with x.

Thus, the suggestion is that the tense of ‘contribute’ in the defini-
tion of function is not past tense as in the etiological account. It is not
future tense either—this would be the suggestion of the propensity
theory. And, finally, it is not present tense, which would be the way
the relational theory defines it. According to my account of function,
instead of ‘contributed’, ‘will contribute’, or ‘contributes’, we have to
use ‘would contribute’. Function attributions have modal force.24

Some further clarifications are needed about this general sugges-
tion. First, the talk about contribution to the survival of an organism,
which is a standard way of analyzing function, is vague. What really
matters in natural selection is not the survival but the inclusive fitness
of the organism. Further, if a trait’s doing F contributes to the survival
of an organism, the trait is doing F at time t, but what it contributes to,
that is, the organism’s survival, is at some other time, t *. But many
things can happen between t and t *. Presumably some kind of appeal
to ceteris paribus clauses could go around this problem, but to keep
things simple, instead of talking about contribution to the survival
of an organism, I will talk about contribution to the inclusive fitness
of an organism. This will also allow me to define the function of a trait
at time t in terms of some (modal) facts at time t.

Second, I define function with the help of a counterfactual. Any theory
of counterfactuals could be used to fill in the details of this definition,
but, for simplicity, I will use Lewis’s theory.25 Using a Lewisian account
of counterfactuals, my definition of function would amount to the fol-
lowing. Performing F is a function of x if and only if some possible
worlds where x is doing F and this contributes to the survival of or-
ganism O are closer to the actual world than any of those possible
worlds where x is doing F but this does not contribute to O’s survival.
24 It has to be noted that at least some versions of the etiological notion of function
could also be interpreted as carrying modal force—whether they do depends on how
we interpret the concept of ‘contribution’ in the definition of function.

25 David Lewis, Counterfactuals (Cambridge: Harvard, 1973).
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Now, some of these possible worlds may be frightfully distant. It
would contribute to any organisms’ survival if their scratching their
ear killed off any approaching predators. Still, this is not a function
of scratching one’s ear, because those possible worlds where scratch-
ing one’s ear can kill off predators are very far away—the project of
explaining the function of scratching one’s ear should not take into
consideration such distant possible worlds.

Thus, the set of possible worlds that we are considering when deter-
mining whether the counterfactual that defines function is true or not
should be restricted to ‘relatively close’ possible worlds.

Performing F is a function of organism O’s trait x at time t if and only if some
‘relatively close ’ possible worlds where x is doing F at t and this contributes to O’s
inclusive fitness are closer to the actual world than any of those possible worlds
where x is doing F at t but this does not contribute to O’s inclusive fitness.26

It is important to note that I only intended to define the function
of a token trait. Sometimes we talk about the function of trait types:
the function of hearts is to pump blood. I will not give a definition
for the function of trait types, as this definition would depend on
how we individuate trait types, which, as we have seen, is a very dif-
ficult question.27

If x is not doing (or even cannot do) F in the actual world, but in a
‘relatively close’ possible world it is doing F and its doing F contributes
to the organism’s inclusive fitness, then we can still attribute function
F to x. This is exactly what happens if a trait is malfunctioning: if it
fails to perform its function.

A prima facie worry about this modal account of function is that it
proliferates functions: there is no limit to the various potential func-
tions F1, F2, … Fn that are such that, if x were to do Fi, doing so would
contribute to O’s inclusive fitness. Note, however, that according to
my definition, function attribution implies that some ‘relatively close’
possible worlds where x is doing F and this contributes to O’s inclusive
26 Note that this way of defining function individuates function quite narrowly.
Grasping in general is not a function of my hand, because it may be the case that
the closest possible world where my hand is grasping is one where its doing so does
not contribute to my survival. If we want to attribute a function to my hand, we have
to give a much more specific characterization: grasping food when I am hungry, for
example. My hand, of course, has many functions: grasping food when I am hungry
is only one of these. The fact that my definition gives a very specific characterization
of the functions of a trait (and not a general specification, like grasping) is an explana-
tory advantage of my account.

27 I also have misgivings about the overuse of trait types in evolutionary biology
in general. See Bence Nanay, “Population Thinking as Trope Nominalism,” Synthese,
forthcoming.
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fitness are closer to the actual world than any of those possible worlds
where x is doing F but this does not contribute to O’s inclusive fitness.
In other words, if we find a ‘relatively close’ possible world where x is
doing F and this contributes to O’s inclusive fitness, this by no means
guarantees that performing F is a function of x. What is also needed is
that some of those worlds where x is doing F and this contributes to
O’s inclusive fitness are closer to the actual world than any of those
possible worlds where x is doing F but this does not contribute to O’s
inclusive fitness.

Take the following example.28 My left foot could serve as a pad-
dle for swimming fast. This might improve my inclusive fitness—for
example, if it made me sexually attractive (or famous). But if so,
does this make paddling a function of my left foot according to
the modal theory?

The answer is the following. If there is a ‘relatively close’ possible
world where the F-ing of my left foot contributes to my inclusive
fitness, this does not make F-ing a function of my left foot. What is
required for my left foot to have a function F is that those worlds
where it does F and this contributes to my inclusive fitness are closer
to the actual world than the ones where it does F without con-
tributing to my inclusive fitness. It is not enough for function attribu-
tion to find a possible world where doing F contributes to my inclusive
fitness. We need to compare this world to those where it does not. By
these standards, paddling would be disqualified from the elite circle of
the functions of my left foot.

More slowly: the modal definition of function was this: some ‘rela-
tively close’ possible worlds where x is doing F and this contributes to
O’s inclusive fitness are closer to the actual world than any of those
possible worlds where x is doing F but this does not contribute to O’s
inclusive fitness. Let us apply this to paddling: some possible worlds
where my left foot serves as a paddle for swimming fast and this con-
tributes to my inclusive fitness are closer than any of those possible
worlds where it serves as a paddle for swimming fast but this does
not contribute to my inclusive fitness. However, there are lots of very
nearby possible worlds where my left foot serves as a paddle for
swimming fast without this making any difference to my inclusive fit-
ness. In fact, most nearby possible worlds are extremely likely to be
such worlds. There are some possible worlds, of course, where it
does (say, where I am an Olympic swimmer). But, at least in my case,
28 I am grateful to Mohan Matthen both for the example and for pushing me to
address this general line of objection.
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it is extremely unlikely that these worlds would be closer to the ac-
tual world than the boring possible worlds where paddling does
nothing for my inclusive fitness.

Theremay be some people for whom there are possible worlds where
their feet serve as paddles for swimming fast and this does contribute to
their inclusive fitness. Michael Phelps may be one of them. When we
apply the modal theory in the case of his feet, we may have to attribute
the function of paddling to them, at least in some explanatory projects.
But I do not think that we should find this surprising. After the 2008
Summer Olympics, the media was full of commentaries about why he
wins all the races, and the commentators literally talked about how
his various body parts function to help him swim faster (the function
of his palms, the function of his relatively short legs, and so on).

A last worry about paddling: how is it possible that it is not a func-
tion of my feet to paddle, but it is a function of Phelps’s feet to
paddle? This is an important worry because it highlights a crucial
aspect of the modal theory of function. The modal theory of function
attributes function to trait tokens, not trait types. The function(s) of
a token trait is (are) defined in terms of modal facts about this very
token trait. Hence, there is no guarantee that my feet and your feet
will have the same functions.

Here is another important question about the modal theory of
function. There are famous disputed cases of function attribution.
Does the modal theory help us to resolve these? One such case is this.
When there is a conflict between two male baboons, sometimes one of
them picks up an infant (this phenomenon was first observed among
Barbary macaques). What is the function of this behavior? There are
(at least) two candidates. The first is that the baboon who picks up the
infant is using the baby to protect himself from the other male, who
does not want to risk hurting the baby because if he does the female
baboons will start attacking him. This is called the ‘agonistic buffering
hypothesis’.29 The alternative is that the function of this behavior is
parental care. It has been observed that infants are most often picked
up by a long-term resident male baboon, while the male he is having
the conflict with is usually a recent immigrant. In other words, the
holder could possibly be a father of the infant, and he is protecting
it from the other, possibly infanticidal male.30
29 J. M. Deag and J. H. Crook, “Social Behaviour and ‘Agonistic Buffering’ in the wild
Barbary Macaque Macaca sylvana L,” Folia Primatologica, xv, 3/4 (1971): 183–200.

30 Curt Busse and William J. Hamilton III, “Infant Carrying by Male Chacma
Baboons,” Science, ccxii, 4500 ( June 12, 1981): 1281–83.
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How should we decide whether the function of this behavior is self-
defense or parental care? The first thing to notice is that according to
the modal theory of function the behavior of picking up the infant has
both functions: doing both would contribute to the organism’s inclu-
sive fitness. Thus, we should not ask which one is the function of this
behavior: both are. Rather, the question should be framed in terms of
which one of the two is the more relevant/important function of this
behavior. And in order to answer this question we need to examine,
unsurprisingly, the modal facts. Suppose that a male baboon A is
picking up his son C during his fight with B. In order to decide what
the (primary, most relevant) function of this behavior is, we need to
consider the possible world where A is picking up D (not C ), who is
not his son. Does this behavior contribute to A’s inclusive fitness in
this possible world? If it does, then we have reason to believe that the
primary function of this behavior is self-defense. But if it does not,
then parental care seems to be a more relevant function. This exam-
ple could be elaborated further, but this sketchy treatment should be
enough to underline the importance of modal facts in resolving prob-
lematic cases of function attribution.31

I left open what counts as a ‘relatively close’ possible world in the
above definition. The short answer is that what counts as a ‘relatively
close possible world’ depends on the explanatory project. As we have
seen, function attribution can depend on the explanatory project.
One way of explaining this would be to say that different explanatory
projects focus on different sets of possible worlds where x could be
doing F. It needs to be spelled out, however, what this dependence
on explanatory projects really means.

It depends on the explanatory project how we should analyze the
function of my eyes in an environment where it is pitch dark. There is
a possible world where everything is the same as in this one except
that it is not pitch dark. If we count this possible world as ‘relatively
close’, then my eye does have a function. If we are analyzing the func-
tion of my eye in my bedroom with the lights off, then it seems to be a
good idea to include the possible world where it is not pitch dark. If
we are analyzing a scenario where photons suddenly disappeared
from the universe, then we probably should not include the possible
world where it is not pitch dark.

In some explanatory projects, it is irrelevant what x would or could
do if it had different intrinsic properties—we are interested in the
31 Primatologists, of course, cannot do fieldwork in possible worlds. But they can
infer the function of A’s token behavior from observing other, similar instances of this
behavior (taking for granted some unproblematic way of typing behavior).
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function of x as it is. In these cases, the set of ‘relatively close possible
worlds’ would amount to the set of possible worlds where the intrinsic
properties of x are the same as in the actual one. Other things about
these possible worlds and, most importantly, the environment x is in,
can vary. A possible example for such explanatory projects would be
to find the function of a seemingly functionless trait by extrapolating
environments where this trait does contribute to the organism’s inclu-
sive fitness.

In some other explanatory projects, what x does or can do in envi-
ronments different from the present one is irrelevant. In these cases,
the set of ‘relatively close possible worlds’ means the set of possible
worlds where the environment is the same as in the actual world.
The function of x, then, is relative to the environment. Strictly speak-
ing, in such explanatory projects we should talk about the function
of x in environment E—just as the relational theory of function
does. Examples where the same trait can do very different things
that would contribute to the inclusive fitness of the organism in
different environments are possible examples for explanatory projects
of this kind.32

vii. objections

We need to make sure that the modal theory of function satisfies the
three desiderata I enumerated in section ii.

Any theory of function needs to be able to explain malfunctioning.
As we have seen, a trait malfunctions if and only if it has a function but
fails to perform it. This is perfectly possible in my account, since even
if x is not doing F in the actual world, it may still be true that if x were
performing F then this would contribute to the inclusive fitness of the
organism that possesses x.

The other two desiderata are also satisfied. A trait can have two or
more functions, as there may be many things the trait does that
32 As we have seen, the relational theory of function talks about function relative
to a selective regime, that is, to “the total set of abiological and biological (including
social, developmental and physiological) factors in the environment of the trait which
potentially affect the fitness of individuals with that trait” (Walsh, op. cit., p. 564).
Relativizing function to a selective regime may be thought of as being the same as
relativizing it to an environment. The relational view is nevertheless different from
this special case of my definition of function in two very important respects. First,
as we have seen, the relational theory of function defines function in terms of the
contribution of trait types, whereas my definition does not talk about trait types and
defines function entirely in terms of the properties of the token trait. Second,
the relational notion of function does not carry any modal force (see especially ibid.,
section v.1), whereas my notion does.
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would contribute to the organism’s inclusive fitness. And, as we have
seen, the attribution of functions depends on the explanatory project,
since the explanatory project determines which nearby possible
worlds we should take into consideration when assessing the function
of a trait.

Let us see how this proposal can deal with the cases that are prob-
lematic for the etiological approach. If the swampman’s heart
pumped blood then this would contribute to the inclusive fitness of
the swampman (this follows from the supposition that the swampman
is molecule-by-molecule identical to a human being); hence, the
swampman’s heart has the function to pump blood, in spite of the fact
that he lacks history.

My notion of function is obviously not vulnerable to the trait-type
individuation objection, because it does not use trait types when
defining function. It defines the function of a token trait entirely in
terms of the properties of this token trait. To sum up, if we conceive of
function the way I suggested, some of the worrying consequences of
the etiological view disappear.

Finally, one could argue that this new theory of function is suscep-
tible to new objections. More precisely, one may worry that this defi-
nition does not capture the notion of function, but rather the notion
of usefulness.

My response is to bite the bullet: function may have a lot to do with
usefulness. But it is important to distinguish usefulness from use. It
would indeed be a worrying consequence of my view if it ended up
assimilating function to use: to whatever the trait is being used for.
But this is not the case. What a trait is being used for is determined
by what goes on in the actual world. Function (and, arguably, useful-
ness), in contrast, depends on what goes on in nearby possible worlds.
Function is a modal concept; use is not. As long as we clarify that use-
fulness is not the same as use and that it should be conceived of as a
modal concept, it may not be such a bad idea to claim that function
has a lot to do with usefulness.

The main consideration against thinking about function as useful-
ness is that the notion of function is generally taken to be tied to the
notion of design, which is very different from usefulness.33 As Philip
33 It has been argued recently that if we conceive of function as usefulness we may
avoid some undesirable consequences of conceiving of function as design (Wayne D.
Christensen and Mark Bickhard, “The Process Dynamics of Normative Function,”
Monist, lxxxv, 1 ( January 2002): 3–28; Richard Cameron, “How to Be a Realist about
Sui Generis Teleology Yet Feel at Home in the 21st Century,” Monist, lxxxvii, 1 ( January
2004): 72–95).
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Kitcher put it, “the function of S is what S is designed to do.”34 This
seems to be a very widely accepted view.35

The main motivation for interpreting function as design comes
from the artifact case: in the case of artifact function, design fixes
function, so, if we want to maintain the continuity between biological
and artifact function, we should expect something very similar in the
case of biological function. If we manage to point out that even in the
artifact case function has little to do with design, then the main
motivation for this objection ceases to exist. This is exactly what I
intend to do in the next section.

viii. back to artifact functions

I outlined a theory of biological function. However, if this theory is
correct, then the explanation of biological function is very different
from the explanation of artifact functions. Artifact function is fixed
by design, whereas biological function is fixed by modal facts. Some
would see this as a weakness of my account. One of the attractions of
the etiological theory of function was that it could provide a theory of
biological function that is continuous with the way we usually explain
artifact function.36

My response is to say that instead of constructing a theory of bio-
logical function that would mirror the standard way of thinking about
artifact function, we should reevaluate the standard understanding of
artifact function. In short, my claim is that artifact function is not, or
at least not always, fixed by design. It is important that this section is
not intended to give a full account of artifact function, but rather to
attempt to explore the possibility of modifying the modal theory of
biological function in such a way that it would cover artifact functions.
34 Philip Kitcher, “Function and Design,” Midwest Studies in Philosophy, xviii, 1 (Sep-
tember 1993): 379–97, at p. 380.

35 See also Millikan, Language, Thought and Other Biological Categories, especially p. 17;
and George C. Williams, Adaptation and Natural Selection (Princeton: University Press,
1966), especially p. 209. Even those who aim to reconsider the role the notion of design
plays in the explanation of biological function (for example, Collin Allen and Marc
Bekoff, “Biological Function, Adaptation, and Natural Design,” Philosophy of Science,
lxii, 4 (1995): 609–22; David J. Buller, “Function and Design Revisited,” in Ariew,
Cummins, and Perlman, eds., op. cit., pp. 222–43) accept a weaker claim that if x is
designed to do F, then the function of x is to do F.

36 See Kitcher, op. cit.; Beth Preston, “Why Is a Wing Like a Spoon? A Pluralist
Theory of Function,” this journal, xcv, 5 (May 1998): 215–54. For a dissenting view,
see Pieter E. Vermaas and Wybo Houkes, “Ascribing Functions to Technical Artefacts:
A Challenge to Etiological Accounts of Functions,” British Journal for the Philosophy of
Science, liv, 2 (2003): 261–89; and Houkes and Vermaas, “Actions versus Functions: A
Plea for an Alternative Metaphysics of Artifacts,” Monist, lxxxvii, 1 ( January 2004):
52–71.
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The slinky was not designed to be used as a toy that can ‘walk’
downstairs. It was designed to be a tension spring in a horsepower
monitor for naval battleships. Nonetheless, its function now is to
‘walk’ downstairs. Similar examples include truck tires used for foot-
ball practice and old chalkboards used as dinner tables in some
trendy households.37

Thus, it is not true of artifacts in general that x has function F if
and only if x was designed to do F. But then how can we explain arti-
fact function?

My suggestion, not surprisingly, is that function attribution to arti-
facts also depends on modal facts about the token artifact. Thus, the
function(s) of an artifact is fixed by what would contribute to the ful-
fillment of the goals of the agent who is using the artifact. This could
be spelled out in the following way: artifact x has function F at time
t if and only if some ‘relatively close’ possible worlds where x is doing
F at t and this contributes to the fulfillment of the goals of the agent
who is using the artifact are closer to the actual world than any of those
possible worlds where x is doing F at t but this does not contribute to
the fulfillment of the goals of the agent who is using the artifact.

The function of the slinky is to roll from one step to the other
because some ‘relatively close’ possible worlds where it is rolling from
one step to the other and this contributes to the fulfillment of the
goals of the agent who is using it are closer to the actual world than
any of those possible worlds where it is rolling from one step to the
other but this does not contribute to the fulfillment of the goals of the
agent who is using it. What it was designed for is irrelevant.

One may be slightly suspicious of the reliance on the notion of
‘the fulfillment of the goals of the agent who is using the artifact’,
so I need to make some explanatory remarks about this notion. What
if nobody is using the artifact at the moment? Would it follow that
the artifact has no function? No. As we have seen, artifact function
is defined by what would contribute to the fulfillment of the goals of
the agent who is using the artifact. If nothing contributes to the fulfill-
ment of the goals of the agent who is using the artifact in the actual
world, say, because nobody is using the artifact, this does not mean
that the artifact has no function. Whether it has a function depends
not just on what happens in the actual world but also on what would
happen if things were different. If some ‘relatively close’ possible
37 Would it be possible to consider the person who puts these artifacts to new use
as the designer? This would certainly be an option, but in this case design would not
explain any properties of the artifact (except for what it is being used for); thus, we
would lose the main motivation for comparing function to design.
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worlds where someone is using the artifact and what it is doing con-
tributes to the fulfillment of the goals of this agent are closer to the
actual world than any of those possible worlds where someone is using
the artifact and what it is doing does not contribute to the fulfillment
of the goals of this agent, then it does have a function.

A possible worry about this way of thinking about artifact function
is the following. I could use my laptop as a doorstop, but does this
make it a function of the laptop to serve as a doorstop? If so, then
the account of artifact function I outlined here would make the con-
cept of x’s function dangerously similar to what x is being used for.
And every given object could be used for thousands of things. Thus,
the danger is that if we accept the account I have been proposing,
every object will end up having thousands of functions.

It is important to point out that if I use an object as a doorstop in
the actual world then it does not follow under my definition that a
function of this object would be to be a doorstop. Again, the function
of artifacts is fixed by counterfactual facts. The function of an artifact
is not whatever it does that fulfills the goals of the agent who is using
it but what it does that would contribute to the fulfillment of the goals
of this agent.

Again, the definition of artifact function was the following: artifact x
has function F at time t if and only if some ‘relatively close’ possible
worlds where x is doing F at t and this contributes to the fulfillment of
the goals of the agent who is using the artifact are closer to the actual
world than any of those possible worlds where x is doing F at t but this
does not contribute to the fulfillment of the goals of the agent who
is using the artifact. How does this definition apply in the case of my
laptop? In the actual world, my laptop serves as a doorstop, and this
contributes to the fulfillment of my goals. But does my laptop’s serving
as a doorstop contribute to the fulfillment of my goals in nearby pos-
sible words? In some, it does; in some it does not. We have no reason
to believe that some nearby possible worlds where it does are closer
than any possible worlds where it does not. Thus, we have no reason
to attribute the function of serving as a doorstop to the laptop. The
moral is that if a function of an artifact x is to do F, it is not enough
that I happen to use x for F-ing in the actual world (or that I could
do so). It is not even enough that if things were different, x would still
be used for F-ing. In order for an artifact x to have a function to do F,
it needs to be true that some ‘relatively close’ possible worlds where x is
doing F and this contributes to the fulfillment of the goals of the agent
who is using the artifact are closer to the actual world than any of those
possible worlds where x is doing F but this does not contribute to the
fulfillment of the goals of the agent who is using the artifact.
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The conclusion is that the symmetry between biological function
and artifact function could be restored if we accept a modal theory of
function: both the function of artifacts and the function of biological
traits are fixed by modal facts. I have only sketched, and not defended,
the possibilities of a modal theory of artifact function here. The aim of
this paper was to defend a modal theory of biological function.

ix. conclusion

Finally, some readers may be skeptical about the modal theory of
function because of the appeal to possible worlds. In conclusion, I
find it important to emphasize that the modal theory of function does
not presuppose realism about possible worlds; nor does it presuppose
the Lewisian analysis of counterfactuals. I used the Lewisian frame-
work because it is the most widespread nowadays and because it
allowed me to make explicit some of the fine details of the modal
claim. But any other account of counterfactuals could be used to fill
in the details of the account. The main claim of the modal theory of
function is that function attributions have modal force. This claim
could be made with or without relying on possible worlds.

bence nanay
University of Antwerp and University of Cambridge
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BRIDGING THE MODAL GAP*
Standard Realism about x is the view that x exists and is constitu-
tively independent of humans’ cognitive responses. De re Essen-
tialism is the view that (i) there is some (nontrivial) property

p which some actual object o has essentially, and (ii) o’s so having
p is a constant, internal feature of o which is independent of context
and of human ways of viewing o and p. Kripkean Essentialists endorse
both standard Realism and de re Essentialism about ordinary objects
(stars, tables, wolves, rocks, paperclips, mountains, portions of water).
I argue that a consequence of endorsing standard Realism is that one
places oneself in an epistemic position with regard to ordinary objects
such that one does not have sufficient access to ordinary objects to
say, of some specific ordinary object o and some specific (nontrivial)
property p, that o has p essentially. Standard Realists typically defend
their endorsement of de re Essentialism by reasoning from specific
cases. They say, “Here is an actual object, Elizabeth. She has her par-
entage essentially. That she has her parentage essentially is a constant,
internal feature of her which is independent of context. Hence, de re
Essentialism is true.” If I am correct that a consequence of endorsing
standard Realism is that one places oneself in an epistemic position
with regard to ordinary objects such that one does not have sufficient
access to ordinary objects to say, of some specific ordinary object o
and some specific (nontrivial) property p, that o has p essentially, then
standard Realists cannot use such reasoning to defend their endorse-
ment of de re Essentialism. Since such reasoning is the main way
standard Realists defend their endorsement of de re Essentialism,
showing that such reasoning is flawed severally cripples the position
of the standard Realist who wishes to endorse de re Essentialism.

i. standard realism

Standard Realism about x is the view that x exists and is constitutively
independent of humans’ cognitive responses. To say that x is consti-
tutively independent of y is to say that it is no part of what it is to be x
that y be a certain way.1 For instance, to say that John is constitutively
*Thanks to members of the audiences at the Australian National University (2006)
and Pacific APA (2007) for helpful comments and discussion, as well as to Cody Gilmore,
Michael Glanzberg, L. A. Paul, and Paul Teller for constant feedback over the years.

1 The formulation “no part of what it is to be x ” is from Carrie Jenkins, “Realism
and Independence,” American Philosophical Quarterly, xlii, 3 (2005): 199–209.
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independent of Paul is to say that it is no part of what it is to be John
that Paul be a certain way. On the other hand, to say that John is
constitutively dependent on DNA-structure s is to say that it is part
of what it is to be John that DNA-structure s be a certain way.

Standard Realism concerns a specific kind of constitutive inde-
pendence, namely, being constitutively independent of humans’ cog-
nitive responses. The notion of being constitutively independent of
humans’ cognitive responses may be more fully explicated if we con-
trast it with the more familiar notion of being constitutively indepen-
dent of humans’ manipulative responses.2 An object o is constitutively
independent of humans’ manipulative responses iff it is no part of
what it is to be o that humans’ manipulative responses be a certain
way. Natural objects (such as rocks, trees, planets, and wolves) are con-
stitutively independent of humans’ manipulative responses; artifacts
(such as houses, paperclips, paintings, and bicycles) are not consti-
tutively independent of humans’ manipulative responses. Contra
constitutive independence of manipulative responses, constitutive in-
dependence of cognitive responses concerns not what humans do,
but what humans think. An object o is constitutively independent of
humans’ cognitive responses iff it is no part of what it is to be o that
humans’ cognitive responses be a certain way. Amy’s friend Sue is
typically thought to be constitutively independent of Amy’s cognitive
responses. That is, it is typically thought to be no part of what it is to
be Sue that Amy’s cognitive responses be a certain way. The pain in
Amy’s arm is typically thought to be constitutively dependent on
Amy’s cognitive responses. That is, it is typically thought to be part
of what it is to be a pain in Amy’s arm that Amy’s cognitive responses
be a certain way. Standard Realists about ordinary objects think that
ordinary objects are like Amy’s friend Sue rather than like the pain
in Amy’s arm. That is, they think that, for any ordinary object x, it is
no part of what it is to be x that humans’ cognitive responses be a
certain way.

ii. de re essentialism

De re Essentialism is the view that (i) there is some (nontrivial) prop-
erty p which some actual object o has essentially,3 and (ii) o’s so having
2We respond manipulatively to the world when we, for example, fit pieces of wood
together to create a table, carve a block of stone into a statue of Crazy Horse, or ar-
range sticks and mud across a stream to build a bridge.

3 It is notoriously difficult to spell out exactly what is meant by “nontrivial.” Suffice
it to say, properties such as being human, having mass m, and being made of wood are
nontrivial, whereas properties such as being self-identical, having some property or other,
and being either q or ∼q are trivial.
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p is a constant, internal feature of o which is independent of context
and of human ways of viewing o and p. The first clause is an existence
clause. It asserts that there actually exists some object o and some
property p such that o has p essentially. The second clause concerns
the way in which o has p. In particular, it rules out o’s having p only in
some contexts (or according to some representations, or given certain
descriptions). It ensures that it is the nature of o itself which makes it
the case that o has p.4 Kripke describes de re Essentialism as the view
that “[properties] can meaningfully be held to be essential…to the
object independently of its description.”5 Kit Fine describes de re
Essentialism as the view that “there is something in the object itself which
sustains a distinction between its accidental and essential properties.”6

De re Essentialism is a particularly strong version of Essentialism.
There are many ways to be an Essentialist without being a de re Essen-
tialist. Most salient among these weaker forms is what I call “Hypo-
thetical Essentialism.” Hypothetical Essentialism is de re Essentialism
minus the existence clause. De re Essentialism says, “There is water,
and it is essentially H20.” Hypothetical Essentialism says, “If there
is any water, then it is essentially H20.” The conflict discussed in this
paper is between standard Realism and de re Essentialism, not
between standard Realism and other forms of Essentialism.

iii. kripkean essentialism

The standard Realist’s preferred method of arguing that ordinary
objects have de re essential properties—that is, by finding a particu-
lar ordinary object o which has a particular (nontrivial) property
p essentially—requires us to have sufficient epistemic access to or-
dinary objects to say that some ordinary object o has some property
p essentially:

Epistemic Requirement

We have sufficient access to ordinary objects to say, of some specific
ordinary object o and some specific (nontrivial) property p, that o has
p essentially.
4 Strictly speaking, it ensures that it is either the nature of o itself which makes it
the case that o has p or it is the nature of p itself which makes it the case that o has
p. Perhaps, on some construals of properties and for certain properties, it is plausible
to say it is the nature of p, rather than the nature of o, which makes it the case that o has
p. I suspect, on most construals, such properties will be trivial; for example, perhaps it
is the nature of being p or not p which ensures that all objects possess it. At any rate, since
the present concern is to distinguish de re Essentialism from context-dependent forms
of Essentialism, such complicating factors can be set aside.

5 Kripke, Naming and Necessity (Cambridge: Harvard, 1980), pp. 39, 41.
6 Fine, Modality and Tense (New York: Oxford, 2005), p. 19.
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The individual who endorses Kripkean Essentialism is not, of course,
logically compelled to accept the Epistemic Requirement. Kripkean
Essentialism says nothing about our access to the world. It merely
makes a claim about the way the world is. Nonetheless, the individual
who endorses Kripkean Essentialism would be hard-pressed to deny
the Epistemic Requirement, as so doing would deprive him of the
main way of arguing for Kripkean Essentialism. In practice, those
who endorse Kripkean Essentialism do not deny the Epistemic Re-
quirement. In principle, it certainly seems that they are right not to
deny it—that Kripkean Essentialism is the sort of controversial view
that, to be acceptable, needs to be grounded in arguments from
specific cases, that is, that this object has this property essentially.

In the remainder of this paper, I will be arguing that the Epistemic
Requirement does not obtain. There are potentially convincing ar-
guments in favor of standard Realism, and there are potentially
convincing arguments in favor of de re Essentialism. However, the
arguments in favor of standard Realism are convincing only against
the assumption that de re Essentialism is false, and the arguments
in favor of de re Essentialism are convincing only against the assump-
tion that standard Realism is false. I will be arguing that a conse-
quence of endorsing standard Realism is that one places oneself in
an epistemic position with regard to ordinary objects such that one
does not have sufficient access to ordinary objects to hold that there
is some specific ordinary object o and some specific (nontrivial) prop-
erty p such that o has p essentially. If I am correct, then the Kripkean
Essentialist’s ability to provide a satisfactory explanation of how we
make the leap from the actual (o actually has p) to the modal (o has
p essentially) has been substantially weakened. Pending the presenta-
tion by Kripkean Essentialists of new arguments which do not rely
on generalizing from specific cases, we are left to doubt whether the
Kripkean Essentialist can successfully bridge the Modal Gap.

iv. kripke and the modal gap

Kripke attempts to bridge the Modal Gap via thought experiments.
For instance,

How could a person originating from different parents, from a totally
different sperm and egg, be this very woman? One can imagine, given
the woman, that various things in her life could have changed… But what
is harder to imagine is her being born of different parents. It seems to me
that anything coming from a different origin would not be this object.7
7 Kripke, op. cit., p. 113.
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Given that gold does have the atomic number 79, could something be
gold without having the atomic number 79? Let’s suppose that scientists
have investigated the nature of gold and have found that it is part of
the very nature of this substance, so to speak, that it have the atomic
number 79. Any world in which we imagine a substance which does
not have these properties is a world in which we imagine a substance
which is not gold, provided these properties form the basis of what
the substance is. It will therefore be necessary and not contingent that
gold be an element with atomic number 79.8

Kripke’s story is: We are empirically acquainted with ordinary objects.
This allows us to denote them. Once an object has been denoted, we
can think about it in counterfactual circumstances. So thinking, that
is, running thought experiments, allows us to figure out whether or
not object o would have property p in circumstance c. Having figured
this out, we are in a position to judge whether or not o has p essen-
tially. Kripke’s thought experiments only carry evidential weight if
we have some reason to believe that our modal intuitions trace modal
facts. My concern is that if we accept the Kripkean Essentialist picture
that ordinary objects exist in the world independently of us (that is,
standard Realism) and have properties essentially independent of
contexts of description (that is, de re Essentialism), then we have
no reason to think our essentialist intuitions trace modal facts. The
literature is replete with articles arguing that there is, indeed, a link
between modal intuition/thought experiments and modal facts.9 I will
focus on one of the most thorough attempts to provide such a link:
George Bealer’s Modal Reliabilism.10 I will argue that Bealer’s attempt
fails. Moreover, my arguments against Bealer generalize to any such
link one might try to create on behalf of the Kripkean Essentialist.
Bealer’s failure to bridge the Modal Gap is not due to any idiosyncrasy
of Bealer’s theory, but rather is due to the underlying metaphysics—
standard Realism plus de re Essentialism—of the view he is trying to
defend. If I am right, then the Kripkean Essentialists’ standard method
of denoting a specific object and claiming it has a (nontrivial) de re
essential property does not provide a satisfactory answer to the
Modal Gap problem. In other words, if I am right, then the Kripkean
8 Ibid., p. 123–25.
9 See, for instance, David Chalmers, “Does Conceivability Entail Possibility?” in

Tamar Szabo Gendler and John Hawthorne, eds., Conceivability and Possibility (New
York: Oxford, 2002), pp. 145–200; Stephen Yablo, “Is Conceivability a Guide to Possi-
bility?” Philosophy and Phenomenological Research, liii, 1 (1993): 1–42.

10 Bealer, “The Philosophical Limits of Scientific Essentialism,” Philosophical Perspec-
tives, i (1987): 289–365, and “Modal Epistemology and the Rationalist Renaissance”
in Gendler and Hawthorne, eds., op. cit., pp. 71–125.
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Essentialists will have to find some new epistemological story to
tell to defend their mutual endorsement of standard Realism and
de re Essentialism.

v. bealer’s theory: category concepts and
naturalistic concepts

Bealer thinks the best way to argue for the essentialist claims that
Kripkean Essentialists endorse is to have the claims as conclusions
of arguments which have (i) a general a priori premise which con-
tains the essentiality, (ii) a linking premise which subsumes a natu-
ralistic concept under a category concept, and (iii) an a posteriori
premise which contains the specific empirical facts relevant to the
essentialist claim.

The general a priori premises all involve category concepts. Cate-
gory concepts are a priori concepts that concern how we categorize
the world at the most fundamental level. Bealer gives the follow-
ing examples of category concepts: identity, property, proposition,
quality, compositional stuff, functional stuff.11 Bealer argues that we
determinately possess a category concept iff we possess the capacity
(in cognitively ideal circumstances) to correctly apply the concept to
hypothetical cases characterized exclusively in terms of other a priori
concepts.12 For instance, I determinately possess the category concept
compositional stuff iff, were I to be in cognitively ideal circumstances
and were the test objects to be described to me only in terms of a priori
concepts, I would apply the concept compositional stuff only to those
objects which really are compositional stuffs. If I determinately pos-
sess the concept compositional stuff and objects o1, o2, and o3 are all
described to me only in terms of a priori concepts, then (in cogni-
tively ideal circumstances) I will be able to judge correctly whether
or not compositional stuff o1 could be composed of o2 rather than of
o3. Determinately possessing a category concept is, thus, innately
truth-tracking. It follows just from the fact that I determinately pos-
sess the category concept compositional stuff that (in cognitively ideal
circumstances) I will answer “yes” to a modal question concerning
the category concept compositional stuff iff the answer to the modal
question really is “yes.” In general, for any category concept c, if I
determinately possess category concept c then (in cognitively ideal
circumstances) I will answer “yes” to a modal question concerning
category concept c iff the answer to the modal question really is
“yes.” Bealer’s a priori premise thus not only introduces the modality
11 Bealer, “Modal Epistemology and the Rationalist Renaissance,” p. 106.
12 Bealer, “The Philosophical Limits of Scientific Essentialism,” p. 354.
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which will be present in the conclusion, but also builds in a guaran-
tee that our modal judgments (in appropriately ideal circumstances)
are correct.

The linking premises all involve subsuming naturalistic concepts
under category concepts.13 Naturalistic concepts are concepts con-
cerning natural kinds, for example, water, gold, bear. Bealer endorses
a Moderate Causal theory of naturalistic concept possession according
to which we determinately possess a naturalistic concept iff (i) we
have learned it via a Kripkean causal chain, and (ii) our thought
and talk about the concept is mediated by a background of appro-
priate category concepts.14 Mediating our thought and talk about
naturalistic concepts via category concepts ensures that when we
denote an object of a certain natural kind, we are determinately
denoting an object to which the relevant naturalistic concept applies.
For example, the naturalistic concept water latches onto something
with a certain composition (H20) rather than to something with a
certain function (drinkable liquid) because the naturalistic concept
water is mediated via the category concept compositional substance.15 In
other words, mediating our thought and talk about naturalistic con-
cepts via category concepts ensures that just one modal profile goes
with each naturalistic concept.16 Bealer, thus, tries to ensure that our
determinate possession of naturalistic concepts is as infallible as
our determinate possession of category concepts. Part of what it is
to determinately possess the naturalistic concept water, and, hence,
13 The following would count as linking premises according to Bealer: “Portions of
water are compositional substances,” and “Gold is an elemental substance.” The former
subsumes the naturalistic concept water under the category concept compositional sub-
stance. The latter subsumes the naturalistic concept gold under the category concept
elemental substance.

14 Regarding (i), “to possess a concept (of the right sort) a person need only be prop-
erly situated in the world; in particular, the person need only bear appropriate causal
(historical, socio-linguistic) relations to items in the world,” in Bealer, “The Philo-
sophical Limits of Scientific Essentialism,” p. 305. Regarding (ii), “causal theories are
unsatisfactory unless supplemented with the theory that our thought and talk about
naturalistic items is mediated by a background of appropriate category and content
concepts for which the circumscribed rationalist theory of determinateness holds,”
ibid., p. 349.

15 Ibid., p. 351.
16 One might worry that the process is now entirely a priori. If I determinately possess

naturalistic concept c, then—since my determinate possession involves knowing under
which category concepts the naturalistic concept falls—have I not gotten the modality
entirely a priori, and thus not gotten the necessary a posteriori claims the Kripkean
Essentialist endorses? The reason the process is not entirely a priori is because deter-
minate possession of the naturalistic concept also requires standing in a Kripkean chain
to an actual object. So, one can say, “If this is water, then it has its chemical composi-
tion essentially,” and this is all a priori. But saying “this is water” requires being suitably
situated with respect to some object, and this suitable situation is a posteriori.
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to have the capacity to determinately denote water, is to know that what-
ever it is that counts as water also counts as a compositional substance.17

The a posteriori premises which support essentialist conclusions
are simply drawn from empirical science, for example, “All actual
water is composed of H2O,” and “All actual gold has the atomic
number 79.” We use empirical investigation to ascertain the truth
of a posteriori premises.

A brief recap is in order. Bealer’s suggestion for bridging the Modal
Gap is to have de re essentialist claims as the conclusions of arguments
and to argue for each premise, rather than arguing directly for the
de re essentialist claims. The first premise will be a general a priori
premise which contains the essentiality. Since we can figure out—via
ideal rational reflection—what the essential relations between a priori
concepts are, we can tell that the first premise is true. The second
premise will be a linking premise which subsumes a naturalistic con-
cept under a category concept. Since we can figure out—via ideal
rational reflection—which naturalistic concepts fall under which
category concepts, we can tell that the second premise is true. The
third premise will be an a posteriori premise which contains the
specific empirical facts relevant to the essentialist claim. We use
empirical investigation to ascertain the truth of the third premise.
Thus, we have three premises—each of which appears to be such
that we can tell it is true. Moreover, we are able to construct a valid
argument which leads from the three premises to a de re essentialist
claim. All of this takes place against a background endorsement of
standard Realism. Hence, apparently one can successfully argue both
for standard Realism and for de re Essentialism. In other words, if
Bealer’s strategy is successful, the Kripkean Essentialist can bridge
the Modal Gap.
17 Prima facie, there is a tension between what the Moderate Causal theory says
regarding possessing naturalistic concepts and our experience of possessing naturalis-
tic concepts. If the Moderate Causal theory is correct, then determinately possessing a
naturalistic concept requires a great deal. Namely, knowing which category concepts
mediate the application of the naturalistic concept to objects in the world. Yet, it
seems that we can be “deeply ignorant about whether a given naturalistic concept
applies to relevant hypothetical cases” (that is, whether something composed of
XYZ falls under the naturalistic concept water) and yet still have beliefs about water,
that is, about an object which we have not yet picked out (Bealer, “The Philosophical
Limits of Scientific Essentialism,” p. 354.). Bealer just bites the bullet here and says
that we can have cognitive commitments to propositions “while being deeply ignorant
about the essential properties and relations of the concepts involved” (Bealer, “Modal
Epistemology and the Rationalist Renaissance,” p. 109). In other words, most of the
time, we get by just fine merely possessing naturalistic concepts. It is only when we
turn to modalizing that we need to determinately possess them.
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vi. bealer’s theory revisited

Let us look at how Bealer’s strategy works for a specific example:
The structure of Bealer’s argument can be seen more clearly if we
separate the a priori part of the linking premise from the a posteriori
part of the linking premise:
Ascertaining the truth-value of premises P1, P2a, and P3 is relatively
straightforward. By reflecting on the category concept compositional
substance, we figure out a priori that P1 is true. Likewise, by reflecting
on the naturalistic concept water and seeing that it is just part of what
it is to be water that one be a compositional substance, we figure out
a priori that P2a is true. By getting out our scientific instruments and
looking, we figure out a posteriori that P3 is true. The difficulty arises
when we try to figure out the truth-value of P2b. In order for P2b to
be true, it must be the case that object o is a portion of water. This is
something that, contra Bealer, we cannot ascertain a posteriori. We
can ascertain that object o is, in fact, composed of H20, that it is a
clear, odorless liquid, and that it has all of the properties we stan-
dardly associate with water. But we cannot tell whether object o is
water (that is, an object which is essentially composed of H20) or
swater (that is, an object which is only accidentally composed of
H20). Hence, there is no way for us to tell whether or not P2b is true.

Given the full empirical investigation that has been done (that is,
given P3), we want to say, “Of course it is water. Look!” But this
begs the question. Since P1 (all compositional substances have their
composition essentially) and P2a (portions of water are compositional
substances) are both true, the bar concerning what is required for an
object to be a portion of water (that is, what is required for P2b to be
P1: Compositional substances have their
compositions essentially.
(a priori premise)
P2: Object o is a portion of water and,
hence, is a compositional substance.
(linking premise)
P3: Object o is, in fact, composed of H20.
 (a posteriori premise)

C1: Object o is essentially composed of H20.
 (de re Essentialist claim)
P1: Compositional substances have their
compositions essentially.
(a priori premise)
P2a: Portions of water are
compositional substances.
(linking premise, a priori)
P2b: Object o is a portion of water. (
linking premise, a posteriori)

P3: Object o is, in fact, composed

of H20.

(a posteriori premise)
C1: Object o is essentially composed
of H20.
(de re Essentialist claim)
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true) has been raised. To take Bealer as having shown there are true
de re Essentialist claims (that object there is essentially H20), there
needs to be some way to tie Bealer’s a priori reasoning to actual
objects. This job is supposed to be done by the linking premises.
But the linking premises only link the a priori with actual objects if
we have some antecedent reason to think that some of the actual
objects fall under naturalistic concepts such as water. Once we under-
stand that falling under such a naturalistic concept requires more
than simply actually having certain properties (for example, actually
being composed of H20), we no longer have any reason to think any
actual objects fall under any of Bealer’s naturalistic concepts. This is
not to say, of course, that no actual objects fall under any naturalistic
concepts. There may very well be some actual object which is essen-
tially H20 and which, hence, falls under the naturalistic concept water.
It is merely to say that Bealer has given us no reason to think there are
such objects.18 Bealer’s strategy of arguing for de re Essentialist claims
by placing them as conclusions of arguments which contain premises
that are either purely a priori or purely a posteriori fails because
Bealer is unable to find a satisfactory way to tie his a priori reasoning
to objects in the actual world. The Modal Gap remains: how do we
make the leap from claiming that object o actually has property p to
claiming that object o has property p essentially?

vii. generalizing bealer

My argument that Bealer fails to bridge the Modal Gap would be of
little general interest were it not the case that Bealer’s failure gener-
alizes. It is the underlying metaphysics, standard Realism plus de re
Essentialism, which gives rise to the Modal Gap. If standard Realism
for ordinary objects is true, then the existence of ordinary objects is
constitutively independent of us. We may play a manipulative role in
bringing some of them into existence (as, for example, when we fit
pieces of wood together to create a table), but we do not play a con-
stitutive role in their existence: it is no part of what it is for an object
to, for example, be a portion of water that we have certain responses.
Given this, what can we know about an object which is purportedly a
portion of water? We can have empirical knowledge of it, namely, that
18 One might wonder if the de re Essentialist can just say, “(i) o is actually composed
of H20, (ii) any thing which is actually composed of H20 is essentially composed of H20,
and, hence, (iii) o is essentially composed of H20.” He cannot say this, as doing so just
raises the very question at issue. The difficulty is with the second clause. Whatever con-
cerns arise regarding the Kripkean Essentialists’ grounding of “o is essentially composed
of H20,” arise equally for the claim that “any thing which is actually composed of H20
is essentially composed of H20.” What reason have we for thinking that any thing which
is actually composed of H20 is essentially composed of H20?
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it is at location L, that it weights k kilograms, and that it is not widely
scattered. But, in order to assert de re Essentialism of it, we must be
able to have more than mere empirical knowledge of it—we must
have modal knowledge of it. The standard Realist who wishes to
endorse de re Essentialism, thus, must tell some story which leads
from knowledge of an object’s (empirically accessible) nonmodal
properties to knowledge of its (nonempirically accessible) de re essen-
tial properties.

Bealer’s goal—and the goal of others who, like Bealer, see their
project as clarifying, against a background of standard Realism, when
our intuitions that o has p essentially are legitimate—is to provide a
bridge from our concepts to the external world. But given (i) that
this external world is constitutively independent of our cognitive
responses (for example, we cannot make object o fall under the
naturalistic concept water just by responding as though it does) and
(ii) that we cannot distinguish an external world which contains an
object o which has p essentially from a world which contains an object
o* which is perceptually identical to o but which has p only acciden-
tally, such a bridge can never be provided. The fact that the external
world is constitutively independent of us ensures that our merely
conceiving o to have p essentially in no way causes it to be the case
that o has p essentially—so we cannot create a world in which o has p
essentially. The fact that we cannot distinguish an external world
which contains object o from a world which contains object o*
ensures that we cannot discover that o has p essentially. But if the
Kripkean Essentialist can neither create nor discover a link between
our conceiving that o has p essentially and o’s having p essentially,
then he cannot bridge the Modal Gap. Bealer’s failure to bridge
the Modal Gap, hence, generalizes to all Kripkean Essentialists.

viii. what now?

Suppose I am right that the Kripkean Essentialist cannot bridge the
Modal Gap. What, then, is he to do? He might simply go on endorsing
Kripkean Essentialism, being more enamoured by its intuitive plausi-
bility than by any epistemological arguments against it. Alternatively,
he might give up either standard Realism or de re Essentialism.

One might think giving up de re Essentialism is not so bad. After
all, de re Essentialism is quite a strong position. Perhaps everything
the Essentialist ought to want to capture can be captured with less.
Nothing I have said prevents the standard Realist from making the
hypothetical essentialist claim that if there is any water, then it is
essentially H20. My arguments address only his ability to endorse
both (i) if there is any water, then it is essentially H20, and (ii) there
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is, in fact, water. Hypothetical Essentialism, however, is a view which
will satisfy few. Those of us who want to endorse Essentialism want to
show that there are, in fact, objects which have properties essentially.
We thus find Hypothetical Essentialism unsatisfactory.

Alternatively, the Kripkean Essentialist might give up standard
Realism and hold on to de re Essentialism. So doing would give him
the resources to block theModal Gap. We are not, as the standard Realist
claims, in the business of trying to ascertain the essential natures of
independently existing objects. Rather, we are in the business of
creating—given certain distributions of matter in space-time—objects
whose essential natures match our concepts. This is the option I favor,
but that is another paper.

dana goswick
University of Melbourne
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