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THE IRRATIONALITY OF UNHAPPINESS
AND THE PARADOX OF DESPAIR*

Happiness is an end in itself. This is so obvious that even those
who argue against the single-minded pursuit of happiness
take it for granted that, all else being equal, we have good

reason to refrain from behaving in ways that make us unhappy: we
have good reason to avoid unhappiness because unhappiness is bad.

Even if, however, by its very nature, unhappiness just is the sort of
thing that (all else being equal) any rational person would rather
take in as small a dose as possible, one might still wonder whether
something more can be said to illuminate this fact. In the pages that
follow I pursue this possibility. Our natural desire to avoid unhappi-
ness has the support of our reason, I argue, not only because unhappi-
ness is an unpleasant psychological state, nor, more generally, because
being unhappy is the opposite of “doing well.” Our desire to avoid
unhappiness is also justified by a formal principle of rationality; for
unhappiness is itself a form of irrationality.

The relevant rational principle not only supports our preference
for happiness over unhappiness; it also explains why we have good
reason to care about our happiness in the way that we characteristically
do. We value our own happiness not simply because it is happiness,
but because it is ours.1 Other people’s happiness matters too, of course.

* I would like to thank Barbara Herman, Elijah Millgram, Martha Nussbaum,
Connie Rosati, Angela Smith, and David Velleman for their comments on earlier
drafts. I am especially indebted to Maggie Little for her patient and probing sugges-
tions. The footnotes do not begin to indicate how much this article owes to her help.

1 In this article I am thus not interested in what Stephen Darwall calls “self-
concern”: “self-concern...is only incidentally egocentric—its object being, unlike that
of attitudes de se, the individual one is, rather than oneself as such...self-concern [is]
an instance, in one’s own case, of an attitude one can have in principle toward any
individual, a concern that the moral point of view is thought to express equally
toward everyone”—“Self-interest and Self-concern,” Social Philosophy and Policy, xiv,
1 (Winter 1997): 158–78, here p. 160.
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But if we are honest, we have to admit that, to us, our own happiness
(and that of our loved ones) matters more. The principle to which
I call attention here sheds light on why we are rational to privilege
ourselves in this way. It does not require us to regard our motives as
universalizable, nor our selves as one among many. It implies that
there are circumstances in which, independent of any other-regarding
considerations whatsoever, we must, if we are to avoid irrationality,
either engage in self-interested behavior aimed at reducing our un-
happiness or revise our beliefs about who we are.

In making my case, I will describe a form of unhappiness—
unhappiness as despair—and I will argue that unhappiness in this
form has a paradoxical structure that explains why we have reason to
try to avoid it. If, as I will also argue, despair is not only an important
form of unhappiness, but a pervasive form as well, then the principle
of rationality that is hostile to despair implies, more generally, that
we ought to do what we can to avoid unhappiness.

At the heart of my account is an aspect of our self-concern that
does not get as much attention as it deserves: our “personal ideals.”
The important role played in our lives by our personal ideals reflects
the fact that they combine into one condition-to-be-realized our views
about what is valuable and our views about who we are. I will devote
much of this article to exploring the nature of our ideals and the
implications of the way they integrate our values and aspirations with
our self-conception. This exploration will uncover the deep connec-
tion between our ideals and our hopes. And this discovery will lead,
in turn, to a discussion of what I call “the paradox of despair.” To
see why despair is paradoxical is to see why our reason opposes it.
And with this insight, we will finally arrive at the supplementary justifi-
cation of our self-regarding desire to avoid unhappiness.

Since we can cease being unhappy without becoming happy, rea-
son’s demand to avoid unhappiness is not, strictly speaking, a demand
to pursue happiness as an end in itself. But it comes very close. After
all, pursuing happiness is the natural way that we human beings flee
unhappiness. So becoming happy is a means to becoming less un-
happy in the same way, and to the same extent, that becoming sated
is a means to becoming less hungry: just as being free from hunger
and being sated would be the same thing if it were not for the fact
that one could put an end to hunger by killing oneself, so too, being
free from unhappiness and being happy would be the same thing if
it were not for the fact that one could put an end to unhappiness by
killing oneself—or killing all hope.
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i. unhappiness as the failure to realize personal ideals
Happiness and unhappiness mean many different things to different
people. What interests me in this article is the familiar, widely shared
conception of the experience of (dis)satisfaction, or (dis)contentment,
with oneself and one’s life. According to this conception, happiness
and unhappiness are moods or emotions (not necessarily intense)
directed at one’s own condition. They are emotional states that per-
vade one’s “being in the world.”2 When one is truly unhappy, a
shadow—sometimes dark, sometimes faint—is cast over everything
one encounters.

Happiness and unhappiness are not mere qualitative states. Each
has a cognitive, as well as an affective, component. We are (un)happy
about (or with) our condition; and (at least in most cases) we believe
that our situation warrants the feeling of (dis)satisfaction it generates.
A person can be (un)happy without perceiving the source of her
(un)happiness. But if she is happy, she must believe that “things
are good.” And if she is unhappy, she must believe that, somehow,
“something is wrong.”

We are naturally disposed to care about whether we experience
our own lives in this way.3 Though we may rarely think about whether
we are happy, and though happiness is rarely the express object of
our actions, a human being who is indifferent to her own happiness
is a specimen as strange as she is rare. This fundamental mode of
self-interest is distinct from our more general concern to live good
lives. Our poor health is especially intolerable to us when it “gets us
down”; and unhappiness can be provoked by events that do not really
prevent us from living perfectly healthy, fulfilling lives.

The unhappy person’s judgment that there is “something wrong”
with her life is often difficult, if not impossible, for her to flesh
out with a more determinate description. Nonetheless, whatever the
details, unhappiness is distinct from many other forms of dissatisfac-
tion. When someone is unhappy, it is not simply that some of her
desires are unsatisfied—or even that she would prefer it if things were
different in certain respects. (Surely, no human being with a working
mind could fail to satisfy these conditions!) Nor is unhappiness essen-
tially a matter of wanting something very intensely—the fancy car in
the local lot, a roof over one’s head. Rather, the unhappy person’s

2 Clearly, then, the psychological state that interests me in this paper is not the
purely formal conception of a final end which Aristotle seems to have in mind when
he announces that all human beings want to be happy.

3 Even if it is better to be Socrates dissatisfied than a pig satisfied, to be Socrates
satisfied is best of all—or so we (and Socrates) think.
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judgment that “something is wrong” is the judgment that her life falls
short of what counts as a good life for her—that she is not living the
life her personal ideals mark out as “to-be-realized” by her. A person
is happy, in the relevant sense, if and only if she has a positive feeling
about the gap between her reality as she perceives it and her personal
ideals. She is unhappy if and only if she has a negative feeling about
the perceived gap. It may, in principle, be possible for someone to
believe that no gap exists, and yet feel nothing in response. So, too,
someone may be unmoved by even a very large perceived gap. But
while these are important conceptual possibilities, they are rare hu-
man conditions. In almost every human being, the cognitive compo-
nent of unhappiness naturally gives rise to the affective component.

Because there is no principled limit to the content of our personal
ideals, human beings can be unhappy about anything and every-
thing—just as they can be frightened by anything and everything, and
just as they can find anything and everything funny, or depressing,
or boring. But whatever the particular object of one’s unhappiness
may be, it makes one unhappy insofar as, and only insofar as, one
takes it to fall short of one’s current personal ideals. To be unhappy
is to feel that things are not, in some respect anyway—perhaps in a
way one cannot yet identify—as they must be if one’s life is to be a
truly good life.

Some human beings are more susceptible to unhappiness than
others because they are less tolerant of perceived discrepancies be-
tween the ideal and the real, or because they perceive discrepancies
as being greater than they really are. The slightest discrepancy evokes
misery in some; others are not so easily bothered—whether because
they do not notice the discrepancy (or its extent), because they are
more optimistic about the prospects of improvement, or simply be-
cause they are willing to settle for less. In any case, our happiness is
linked to our personal ideals. So, if we are to understand our interest
in our own happiness—and if, in particular, we are to understand
what distinguishes unhappiness from the standard human condition
of living with unsatisfied preferences—then we had better take a closer
look at the role these ideals play in our lives.

Most of us take an approving attitude toward many things. There
are many things, people, and deeds that we like, admire, judge good.
Of these, however, we identify very few as part of our own good. This
is because very few strike us as having anything very important to do
with us; and this, in turn, is for two compatible and overlapping
reasons: (1) they do not matter that much to us, and (2) they are
not related closely enough to who we think we are.

We may be overwhelmed with admiration for a person’s knowledge
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of botany, or for a master painting in the Louvre, or for a daring trek
to the top of Mt. Everest, without having the least interest in acquiring
or doing these good things ourselves. We may value the talents of
Michael Jordan without having the least desire to “be like Mike.” The
point is not that we do not believe that our lives would be better if
they contained these good things. To be sure, we might refuse the
offer to climb Mt. Everest, even with all expenses paid. But if a Genie
asked us whether we would like to know more about plants, or whether
we would like to be able to dunk a basketball, we might not hesitate
to accept her offer. The point is that, however wonderful we think it
would be to have these wonderful things, we do not regard them as
to-be-had by us. Like the ability to fly, they are very nice, indeed. But
they are not essential—or even important—components of our own
good. They are not essential to our flourishing. Our lives do not “fall
short” because they lack these good things.4

The importance of distinguishing between the judgment that some-
thing is good and the judgment that something is part of one’s own
good is implicitly acknowledged in the many philosophical attempts
to sketch “the good life” for human beings: not every good thing is
essential, or even important, to a good human life. Having acknowl-
edged as much, however, we need to go further. For there is more
to a good human life than its relation to the human nature we all
share; though some human goods are surely universal, not all of them
are. Human beings come in many varieties. They differ greatly from
one another with respect to their values and their self-conceptions.
And so, they differ greatly with respect to the sort of lives that are
good lives-for-them, and the sort of lives they take to be good lives-
for-them. In short, human beings have different personal ideals; and
so, they differ with respect to the conditions under which it is possible
for them to be happy. The point is not that no two human beings
could possibly have the same personal ideals: our personal ideals are
“personal” not in the sense that they are unique to us, but in the
sense that they represent our conception of the good life for us.

As we grow into self-consciousness, who/what we take ourselves
to be and what changes we think it is reasonable to expect in our
lives are mutually determining. And each, in turn, contributes to, and
is constituted by, our personal ideals. From a very young age, we each
begin constructing our own (rather fuzzy) picture of who we are and
what we are capable of doing and becoming. This involves figuring

4 This is a frequently overlooked reason for rejecting the conception of happiness
as the satisfaction of the greatest number of one’s desires.
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out not only what it is to be human, but what it is to be me—this
particular human who differs from all others. The process takes place,
moreover, even as we are learning what we like, what we do not like,
and what is worth liking. Indeed, these two developments are mutually
reinforcing: our evolving self-conception influences our conception
of what is valuable, and our evolving sense of what is valuable influ-
ences our self-conception. The whole complex process generates a
conception of our good in the form of a set of personal ideals, or
conditions to-be-realized by us. Thus, for example, a young child who
comes to think of herself as a “jock” also comes to value being able
to run fast and throw far, and to expect that she will be able to run
fast and throw far. At the same time, because these accomplishments
are among her personal ideals, they contribute to how she thinks of
herself; she regards herself as the sort of person who has these ideals;
that is, she thinks of herself as a “jock.”

Many of the nice conditions that are not part of our good are
conditions we could satisfy if we really wanted to; and many more are
conditions we could at least come closer to satisfying. Other condi-
tions, however, are not part of our good precisely because we do not
think we can possibly satisfy them. More carefully, we do not take them
to be part of our good because we do not believe that satisfying
them is a live possibility for us; our satisfying them is not, we think,
something we can reasonably expect to happen.5 Goods that fall into
this category are not conditions to-be-satisfied by us; and so, though
we may fantasize about what it would be like to satisfy them, we cannot
regard them as goals, or ends, to pursue. Surely, they are components
of someone’s good life; but this good life could not possibly be our own.6

As the examples show, many conditions which fail to qualify as part
of our good for this second reason can also fail to qualify for the first
reason. Indeed, we may come to regard them as not very important
precisely because we have no expectation of satisfying them. (This
may be the story behind many adjustments to handicaps.7) Some

5 If there is a teleological constraint on our good, then this is it: flying is not part
of our good because we are not “made to fly.”

6 “Who,” Pascal asks, “is unhappy at having only one mouth? And who is not
unhappy at having only one eye? Probably no men ever ventured to mourn at not
having three eyes. But anyone is inconsolable at having none”—Pensees, W.F. Trotter,
trans., in Pascal’s Pensees and The Provincial Letters (New York: Random House, 1941),
#409, p. 130. The possibility at issue here refers to what there is any likelihood that
we, or anyone else, could do. It does not refer to what is conceptually possible. For
more on this point, see pp. 184–86 and note 24 of this article.

7 For one interesting relevant discussion, see Edward Dolnick, “Deafness as Cul-
ture,” The Atlantic Monthly (September 1993): 37–51. According to many in the deaf
community, Dolnick reports, “deafness is not a disability. Instead, many deaf people
now proclaim they are a subculture like any other. They are simply a linguistic
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disqualified goods, however, may be conditions we think it would be
well worth pursuing if there were any reason to expect that this would
make a difference. The only reason we do not regard them as part
of our good is because we do not believe they could possibly be part
of our lives.

As we will see, this does not mean that alterations in our conception
of what is possible automatically lead to alterations in our conception
of our good. (If our conception of our own good altered every time
we discovered that we were unrealistically optimistic in our appraisal
of our possibilities, then we would have no immediate knowledge of
what unhappiness is.) What is more, our animal nature imposes limits
on the extent to which our conception of our good can reflect our
appraisal of our possibilities. (As I will have occasion to stress later,8

if we found ourselves in circumstances that made it unrealistic to
expect to satisfy our most basic needs, most of us would be incapable
of concluding that these needs are really not so basic after all, that
we do not have to satisfy them in order to thrive.) These qualifications
notwithstanding, however, the connection between our perceived pos-
sibilities, our self-conception, and our conception of our good goes
very deep. Whenever we think that our good is at odds with our
possibilities, we experience a psychic pressure to find a new way of

minority (speaking American Sign Language) and are no more in need of a cure
for their condition than are Haitians or Hispanics.... So strong is the feeling of
cultural solidarity that many deaf parents cheer on discovering that their baby is
deaf ” (pp. 37–38).

For another interesting discussion of the human tendency to adjust one’s sense
of normalcy (one’s self-conception), see Wilfrid Sheed, In Love with Daylight: A Memoir
of Recovery (New York: Simon and Schuster, 1995), pp. 9–54. “Polio,” Sheed says,
“caused me to lose something quite irreplacable, something I would have sworn I
couldn’t live without” (p. 13). But despite having feared that “I’d go crazy if I got
polio and had to give up baseball, and of course football—and walking” (p. 26), he
discovered that “the speed of mental adjustment can be quite uncanny” (p. 19)—that
“you get used to things incredibly quickly, and are ransacking the horizon for new
pleasures almost before the old ones are out the door” (p. 46). “If,” Sheed confesses,
“you’d told me just six months before that the height of happiness would soon consist
of leaning on a pair of crutches and inhaling deeply, I’d have woken up screaming”
(p. 34). But “once you are used to your new condition, your imagination becomes
free once again to rest or amuse itself; you stop scanning the skies for miracles, and
life returns to an agreeably small scale of operations” (p. 49). Like other polio victims
he met, Sheed never thought of himself as “handicapped.”

Recently, both economists and psychologists have been very interested in the capacity
human beings have to “adapt” to conditions they thought would be incompatible with
their happiness. As economist George Loewenstein explains, “when any event occurs
to us, we make it ordinary.” In other words, we naturally adjust our conception of what
counts as ordinary-for-us. See Jon Gertner, “The Futile Pursuit of Happiness,” The New
York Times Magazine (September 7, 2003): 44–47, 86, 90, especially p. 47.

8 See pp. 195–96.
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flourishing.9 This, I will argue, is the pressure of our commitment to
being noninstrumentally rational. It takes the form of our natural
impulse to pursue our own happiness.

ii. unhappiness as despair
If most things are not part of a person’s good, and if, nonetheless, it
is possible to be unhappy about anything, then there is one obvious
sense in which unhappiness can be irrational: someone’s unhappiness
is irrational if her personal ideals are irrational. This sort of irrational-
ity occurs when someone has a false conception of what counts as
“her life,” or when she is confused about what counts as a candidate
human good. The borderlines are fuzzy, of course, but someone can,
I think, plausibly be deemed irrational if she is made unhappy by the
recognition that somewhere, someone has failed an exam, or if she
is unhappy that the sky is blue, or that she is in excellent health—where
these states of affairs have no connection to anything else that could
justifiably make her unhappy.

To the extent that someone’s unhappiness thus depends on per-
verse ideals, she has an obvious reason to do something that is likely
to make her happier, namely, change her ideals. But this reason
applies only to perverse cases of unhappiness. And more importantly,
it is not a reason to be concerned about the fact that one is unhappy,
or to be moved by an interest in becoming less so. Accordingly, it
does not shed light on the legitimacy of our natural self-concern.

The key to this supplementary justification is, I will argue, the
structure that all cases of unhappiness have in common: the unhappy
person is unhappy that the reality of her situation falls short of her
personal ideals. When she believes, in addition, that this gap cannot
be closed any further, then her unhappiness has the form of despair.
I will soon argue that contrary to conventional wisdom, this form is
the garden variety of unhappiness. For now, it suffices to point out
that life affords countless examples—from the young ballplayer who
realizes that she cannot make the team, to the graduate student who
realizes that she cannot “make it” in her chosen profession; from the
woman who finally admits to herself that she will never be able to
have a child, to the woman who knows that nothing can bring her
dead child back to life. The emotional states of such people can vary
widely in intensity. Indeed, a person can be in despair without even
being aware of this fact. I want to argue, however, that in all cases,

9 As I indicate in note 29, the inner conflict referred to here can be characterized
in Stoic terms: one wants to conform one’s aspirations to nature’s design of the
world, but to do so would be, it seems, to flout nature’s design of oneself.
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unhappiness as despair is a form of irrationality. A human being in
despair is not necessarily criticizably irrational, but she is irrational
nonetheless.

In order to understand this rather dark pronouncement, it is neces-
sary to take a close look at the relation between despair and hope.
In particular, it is necessary to consider the paradoxical nature of this
relation. To this end, I want to call the reader’s attention to Kant’s
discussion of regulative ideals. According to Kant, regulative ideals
reflect the demands of reason. And unless we recognize this fact, we
will find ourselves in the grip of a paradox: the hope which these
ideals necessarily presuppose will itself give rise to despair.

Kant makes this point in discussing both science and morality. When
we do science, we are trying to make sense of natural phenomena. But
this means that we must assume that the world is intelligible to us.
This, in turn, means that we must assume that nature is a systematic
unity. And so, Kant concludes, we must believe that it is reasonable
to hope that we will discover this unity, and the unconditioned condi-
tion that underlies it.10 Similarly, when we think about how we have
reason to act, we necessarily presuppose that it is possible for us to
achieve the only unconditional end: the Highest Good, happiness in
proportion to virtue. If this end were not achievable, reason would
not demand that we pursue it. So, insofar as we are committed to
complying with reason’s demands, we necessarily believe that it is
reasonable for us to hope that the Highest Good will be realized.11

There seems to be a problem, however. For when we take stock of
the evidence available to us, neither the scientific nor the moral hope

10 “The law of reason which requires us to seek for this unity is a necessary law,
since without it we should have no reason at all, and without reason no coherent
employment of the understanding, and in the absence of this no sufficient criterion
of empirical truth. In order, therefore, to secure an empirical criterion we have no
option save to presuppose the systematic unity of nature as objectively valid and
necessary”—Kant, Critique of Pure Reason, Norman Kemp Smith, trans. (New York:
St. Martin’s, 1965), A651/B679, p. 538.

11 “It is in the view of reason, in the field of its theoretical employment, no less
necessary to assume that everyone has ground to hope for happiness in the measure
in which he has rendered himself by his conduct worthy of it...”—Critique of Pure
Reason, A809/B837, p. 638.

In discussing the Highest Good, Paul Guyer calls attention to this basic feature
which, according to Kant, every human ideal must have if it is to play a role in our
choices: “Kant’s position seems to be that while assurance that the noncontradictori-
ness of an end would be all that is needed from a theoretical point of view to make
a course of action aimed at that end rational, human psychology is such that in fact
it needs a greater incentive, a positive reason to believe its end is realizable”—“From
a Practical Point of View: Kant’s Conception of a Postulate of Pure Practical Reason,”
in Kant on Freedom, Law, and Happiness (New York: Cambridge, 2000), pp. 333–71,
here p. 364.
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seems to be justified: neither ideal seems to be realizable. No evidence
could possibly support the claim that nature is rational; and surely it
is far more probable that the natural world is not in perfect harmony
with our own faculties. Things are at least as bad in the moral context.
For there seems to be ample—indeed, overwhelming—evidence that
happiness is not apportioned to virtue.12 It thus seems that we have
good reason to despair of ever realizing our ideals.

Yet if they really are our ideals, then we cannot but hope to realize
them. So we seem to be stuck.13 Again, it is only because we have
certain ideals that we can despair of failing to realize them. So a
necessary condition for the possibility of their being our ideals is a
necessary condition for the possibility of our despair: our despair
depends on our hope.

It might seem that one could escape the paradox by simply abandon-
ing the ideals. But this, Kant argues, is not a genuine possibility. And
once we see why this is so, we see how to resolve the paradox. It is
not possible to abandon our regulative ideals because they are the
product of reason itself; without them, there can be no scientific
reasoning, and no rational action. This means that hope is a necessary
condition for the possibility of reasoning about why things are as they
are, and about what is worth doing. Since reason itself demands that
we hope—since we cannot reason without hope—we are justified in
hoping. In relation to this justification, the lack of supporting evidence
is beside the point.

Kant’s discussion of regulative ideals is, of course, far more nuanced
than this crude sketch suggests. But for my purposes, it is enough to
point out the light this discussion sheds on the nature of the ideals
that especially interest me in this article—and on their relationship
to hope and despair. Kant shows us that experiencing despair over
the impossibility of realizing the regulative ideals of reason presup-
poses the hope that we will, indeed, realize them. Similarly, I believe,
when we are unhappy at the thought that one of our personal ideals
cannot be realized, this is precisely because we still hope to realize
(or at least more nearly realize) it. Our despair at the unrealizability

12 This evidence also appears to count against the assumption that the ends of
nature form a systematic unity.

13 Allen Wood puts the situation very nicely: “Just as the dialectic of pure theoretical
reason produces an illusion which ‘unceasingly mocks and torments’ us in our
pursuit of knowledge, so the pursuit of the ideal of pure practical reason will lead
us necessarily into the troubled waters of illusion also, where we will be threatened
with the unattainability of an ideal which we ourselves cannot establish, but with
which we cannot cease to concern ourselves without forsaking the rationality which
is proper to our own nature”—Kant’s Moral Religion (Ithaca, NY: Cornell, 1970), p. 98.
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of our personal ideals presupposes that they “regulate” our choice of
ends; and their playing this role presupposes the hope that we will,
indeed, realize (or at least more nearly realize) them.14

The best way to underscore the Kantian lesson that despair requires
hope is, I think, to consider cases. Take Jane, for example, who has
spent many years studying classical ballet. She thinks of herself as a
dancer, and in so doing, she adopts the personal ideal of being able
to do all the things that a dancer must do. Having adopted this
ideal—having come to regard dancing as to-be-realized by her—she
reinforces her conception of herself as a dancer. And in adopting
this self-conception, she thinks of herself as having the capacities of
a dancer: if she works hard enough, she believes, she will be able to
twirl and leap gracefully, and do all the other things a dancer must do.

She believes this. She really does. But lately, things have not been
going so well. Jane refuses to deceive herself. “My dancing,” she thinks,
“is lousy. It falls short of what it must be if I am to be a dancer.” This
fact challenges the self-conception implicit in her personal ideal: it
challenges her belief that she is a dancer, that dancing is a part of
her good, that in dancing she realizes her potential—in short, that
she can (with hard practice) do the things that a dancer must do.

Not only is Jane unhappy. She is at a crisis point in her life. It might
seem that the obvious way for her to resolve the crisis is to give
up the ideal of being a ballet dancer. But it is important not to
underestimate the difficulty of doing so. Giving up a personal ideal
involves renouncing something one values highly. Worse still, it in-
volves abandoning the self with which one has identified in adopting
this ideal. This can be extremely difficult—even impossible. After all,

14 As Harry Frankfurt explains, a person “guides himself by reference to [his ide-
als]”—“On the Necessity of Ideals,” in Necessity, Volition, and Love (New York: Cam-
bridge, 1999), pp. 108–16, here p. 111. My point here is closely related to a familiar
point about desires. As Alfred Mele explains, “If I am convinced that I cannot travel
faster than the speed of light, or change the past, or defeat the current heavyweight
champion of the world in a fair fight, then although I might wish that I could do
these things, I do not desire to do them. Achieving the represented objects of action-
desires is doxastically open for the agent: if she does not explicitly believe that she
can A, at least she is not convinced that she cannot A. Any desire to A (‘A’ being
an action variable), by its very nature, inclines the agent, in some measure, to A
intentionally, or to try to A, or to try to put herself in a position to A. This is part
of what it is to be an action-desire”—“Motivational Strength,” Noûs, xxxii, 1 (1998):
22–36, here 25. My point is that not only are our “action-desires” sensitive to our
beliefs about what is possible, but that insofar as our ideals are not mere wishes,
but actually guide our action-desires, they are under pressure to conform to our
expectations. It is not (as I will soon have occasion to stress) that they cannot possibly
defy our expectations, but that insofar as they do so, we have an incoherent/conflicted
self-conception.
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our self-conceptions and the identifications they imply are not wholly
responsive to our will; we cannot simply decide to be someone else
once we realize that we are mistaken about who we really are.15 Not
only, moreover, are such shifts in self-conception psychologically diffi-
cult; they are also in tension with the virtues of loyalty, faithfulness,
and constancy, and of courageously “sticking up for what one believes
in.” A person thus has good (moral) reasons, as well as strong motives,
for holding on to her ideals, and to the hopes they support.

Understandable, and even justifiable, though Jane’s hope may be, the
evidence clearly indicates that it is groundless. Because Jane knows this,
she despairs. She despairs of ever being the dancer she still hopes she
might be. She despairs because she still believes that being a dancer is
part of her good, because she still has the self-conception which is linked
to this conception of her good, because she still accepts the possibilities
implicit in this self-conception, and because she clings to these possibilit-
ies as a basis for hope. Were she to cease hoping—were she, that is, to
resign herself to her limitations as a dancer—she would not cease to
value dancing. Nor would she turn down a Genie’s offer to give her the
capacity she now lacks. She would, however, no longer regard herself
as “falling short.” She would be like those of us who would love to have
wings, but who understand that to fly is simply not a part of our good.
Or like the blind person who never thinks of herself as a sighted person
who cannot see. She would no longer be in despair.

The reader who reflects on the histories of human lives—real and
imagined—should have little difficulty discovering the paradox of
despair on both a large and small scale. I offer a second example of
my own in the form of a contrast between two aging women whose
youthful beauty has been an important part of their self-conception.
Martha looks in the mirror and sees that her face has begun to sag.
“I am not as beautiful as I once was,” she thinks, with a regretful, but
resigned, sigh. Mary looks in the mirror and she, too, sees that her
face has begun to sag. “I am not as beautiful as I once was,” she thinks
with alarm. Neither Martha nor Mary has lost her ability to appreciate
human beauty; neither has altered her aesthetic judgments. But
whereas Martha believes that youthful beauty is no longer a possibility
for her, and so ceases to regard it as to-be-realized by her,16 Mary

15 Note that the impossibility referred to here does not rule out the conceptual
possibility discussed in note 24.

16 Alternatively, we could imagine her as an instance of a common phenomenon
to which Sheed calls our attention: “The physical decrepitude of old age seems to
bother people surprisingly little. When they were young, the old-timers around here
must have dreaded the thought of someday looking the way they do now, all scales
and wattles, but when it comes, it must seem like the only way to look”—In Love with
Daylight, p. 239.
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believes she can surely look much better than this, and makes an
appointment with the hairdresser, the make-up artist, the plastic sur-
geon. She has seen what these wizards can do; so, though she is not
happy, she has reason to hope.

Time goes by. Mary has now tried everything she can think of,
and she still falls far short of her ideal of beauty. The evidence is
overwhelming: she is not that type of human being any more; she
does not “have it in her” to be (that) beautiful; being (that) beautiful
is not a possible way for her to flourish; it is not part of her good; it
cannot be for her a condition to-be-realized. Still, she is deeply com-
mitted to a self-conception which is incompatible with the evidence.
In identifying herself as a beauty, she has identified with herself as a
beauty. As far as she is concerned, there is no gap between who she
is and who she takes herself to be. She thus refuses to give up hope.
Unable to deceive herself about the evidence, she nonetheless contin-
ues to believe that it is still possible for her to be beautiful in the way
only a young person can be. At the same time, she believes (she
knows) that this is not possible. So she scrutinizes the mirror in a
state of despair. Again, her despair is not simply a function of the
fact that she wants to be beautiful, nor even of the fact that she wants
this very badly, where this is a matter of placing it at the top of her
preference rankings. She is in despair because she regards (her con-
ception of) human beauty as a part of her good. It is, she believes, a
component of her way of flourishing, and so, it is a way she might
be—indeed, it is a way she can reasonably expect to be. The paradox
is, of course, that she knows better—just as do those who refuse to
give up hope despite having been repeatedly rebuffed by their be-
loved, despite having tried all the infertility treatments many times,
despite having lost all enthusiasm for their job a long time ago.

When the conflict between a person’s reality and her personal
ideals is the result of her own limitations, her contradictory beliefs
about her possibilities are essentially contradictory beliefs about who
she is. It might seem that the conflict between the real and the ideal
does not take this form when it is occasioned by the person’s external
circumstances. I believe, however, that no such neat contrast can be
drawn; and this is because our circumstances are intricately entangled
with our conception of who we are. To make this point vivid, I offer
one last example. Consider a woman whose only child has just died.
Though she believes that her little Johnny is gone forever, she simply
cannot believe this. To resign herself to her child’s death would be
to resign herself to being someone who is not Johnny’s mother—
someone for whom being Johnny’s mother is not a state-to-be-realized
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by her. So she cannot stop hoping that the whole thing is just a
horrible nightmare. So she is condemned to despair.

Let me be clear: the misery in this case is occasioned by the child’s
death. More importantly, his mother is miserable about his death—not
about her conflicting sense of who she is. There is, however, a structure
to her misery. It is the structure of a conflict between two self-concep-
tions—a conflict between two conceptions of what is possible, two
conceptions of what it is reasonable to expect. This is the structure
of despair.

iii. the pervasiveness of despair

I believe that unhappiness as despair is a very common form of unhap-
piness. Indeed, I suspect that all unhappiness, from the most mild to
the most intense, has the structure I have attributed to despair. To
be unhappy is to be in despair—even if it is not always (or even
usually) to be in despair’s deepest depths.

This claim may well seem outrageous, vulnerable to powerful chal-
lenges from opposite sides. It may seem obvious that neither hope
nor despair is a necessary condition of unhappiness. Surely, the alert
reader will insist, there are many cases in which someone is in despair,
and so is unhappy, precisely because she has given up hope; and
surely, people are often unhappy, not because they believe they cannot
realize some personal ideal, but simply because they believe they have
not yet realized this ideal (as fully as they would like). I will try to
respond to each challenge in turn.

First, then, my conception of despair appears to be vulnerable to
any number of counterexamples in which a person is in despair
precisely because she lacks all hope. Consider, for example, the case
of someone who has just been forced at gun point to leave her burning
home and walk for days until she has reached a refugee camp in
another country, where she can barely get enough food to sustain
herself. Can such a person not reasonably complain that her life falls
far short of her ideals, even if she does not believe there to be any
real possibility of realizing these ideals? According to this challenge,
the possibility to which the refugee is committed in embracing the
ideal of returning home and reestablishing a life in which she has
plenty to eat is not a “live” possibility, but merely the conceptual
possibility of living this way. So her despair at not being able to realize
her ideal is not paradoxical, after all: she has no hope of ever “starting
over” again.

In this account, the role I have assigned to the attitude of hope is
replaced with something like a mere wish. I want to argue, however,
that this substitution does not work: the negative condition constituted
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by an unfulfilled wish is not the negative experience of being unhappy;
if someone merely wishes that a given state of affairs would obtain,
then her negative attitude toward the status quo does not include the
disappointed or frustrated expectations that are essential ingredients
of unhappiness.

Let us take a closer look at the refugee’s wish-like attitude toward
her ideal. By stipulation, it reflects the belief that it is unreasonable
to expect the ideal to be realized. Yet in order to inspire despair, this
attitude cannot be an “idle” wish of the sort one might direct toward
a state of affairs that one likes very, very much but believes cannot
obtain outside the realm of fantasy. That is, it cannot be an idle wish,
even though it must be a wish she believes can never be granted. But
what sort of attitude could possibly satisfy this requirement? Only, I
submit, a paradoxical one—only an attitude whose object is something
one regards as to-be-achieved, even though one believes that it really
cannot be achieved. If one’s belief that one cannot achieve X is a
source of despair, this must be because X is one’s end. And if X is
one’s end, then one must believe that it is possible to achieve it.

Despair would not be paradoxical if it were possible to be unhappy
about one’s failure to satisfy some desirable condition without regard-
ing this condition as (more fully) realizable, and so, as an end. It
might seem that nothing could be easier. After all, can one not believe
that things ought to be a certain way, while recognizing that they
cannot possibly be this way? The answer is that one can, indeed, do
this, but that unless, in addition to believing that one’s life ought to
be a certain way, one also insists, or demands, that it be as it ought,
one has insufficient psychological material for despair. One can be
quite “philosophical”—even complacent, bored, or amused—at the
recognition of yet another illustration of the fact that “ought to be”
does not imply “can be.” To be sure, one may be surprised that the
two are out of sync in this particular case; one may wish that they
were not. But such attitudes do not suffice for despair, as is evident
from the fact that most people manage to “grow up” without being
laid low by the inevitable discoveries of the many ways in which real
life falls short of what it really ought to be.

Think, for a moment, of how many aspects of our world are not
as you believe they should be. Surely, you do not like this fact. You
would probably be willing to call it an “unhappy fact,” and to express
your view by saying “I am not happy with the way things are (in, for
example, the slums of Calcutta).” But this attitude is not unhappiness.
Your recognition of the gap between what is and what ought to be
does not perturb the waters of your affective life; it is not the source
of your “ups and downs.” Or rather, when such gaps do “get you
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down,” this is not simply because things are not as they ought to be,
but because they are not as they must be, given your goals.17

Unhappiness comes on the scene only when one actually insists
that reality (one’s real life) be as it ought to be.18 One may address
one’s demand exclusively to one’s pillow at night, or—silently—to
nothing, and no one, in particular. What matters is the demanding
attitude itself. Unless, moreover, one believes that it is reasonable to
expect one’s demands to be satisfied, one cannot believe that it is
reasonable to make them. So, since one necessarily takes it for granted
that one’s demands are reasonable (at least if one is both sincere and
sane), it is part of the very point of one’s demands that one is reason-
able to expect them to be met. We thus arrive, again, at the paradox
of despair: despair at the unrealizability of one’s ideals presupposes
the belief in their realizability; in despairing that one’s demands
cannot be met, even while believing that it is reasonable to make
them, one reveals the hope at the heart of one’s ideals, and so one
reveals that one has not yet really given up hope after all.

It is important to stress, again, that the relevant demand that X, Y,
or Z happen is not merely the claim that this is what “justice demands.”
Justice demands that something be done about the slums in Calcutta.
But one can believe this—believe it fervently—without feeling un-
happy. In order to be unhappy about something one does not like,
one must not only prefer that it be otherwise, but this change must
be something one aims at; it must not only appear to be desirable;
one must embrace it as a goal to-be-achieved—not just someone else’s
goal, but one’s own. Unhappiness is essentially paradoxical precisely
because it is essentially the experience of having a goal that one
cannot see one’s way to (coming closer to) achieving. Having the
goal requires hope; seeing no way to achieve this goal—or even to

17 These are, of course, not the only possible attitudes along a continuum. In
“feeling sorry” for another person, for example, one may experience an intense pain
which is as distinct from feeling unhappy as is the pain of a sprained ankle. When
the person for whom things are not going well is one’s own child, one’s sympathetic
response can easily metamorphose into unhappiness. This is because one “identifies
with” her. Her hopes are one’s own, and—however foolish this may be—one has
hopes (not just dreams) for her. That is, among one’s own possibilities are ways she
can be: one is definitely not the mother of someone who flunks out of high school,
or robs a bank!

18 Again, this is Kant’s point about regulative ideals. As Susan Neiman explains,
“The positing of an end is equivalent to a demand for its realization, and ideas of
reason simply are ends”—The Unity of Reason: Rereading Kant (New York: Oxford,
1994), p. 69. “Regulative principles...[are] simultaneously ideas of and motives for
the realization of, a certain possiblity” (p. 89). Kant calls them sources of “guidance”—
Critique of Pure Reason, A827/B855, p. 649.
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come closer to achieving it—inspires despair. In most animals the
force of instinct ensures that they have no goals they regard as impossi-
ble to achieve. We are made differently, however; and our capacity
for unhappiness is one of the consequences.

Many will grant that despair is closely related to hope. But according
to conventional wisdom, the two attitudes cannot be simultaneous if
they are directed toward the same thing: despair is either the loss of
hope or the attitude that supplants hope when it is lost.19 If I am
right, the conventional wisdom is mistaken, for it fails to do justice
to the difference between ceasing to believe that something desirable
is possible and experiencing this shift as a loss. To experience the
impossibility as a loss, one must still regard the unsatisfiable condition
as a condition that is not only worth satisfying, but to-be-satisfied,
an end, a goal, a live possibility even still. There is another bit of
conventional wisdom that almost acknowledges this paradoxical atti-
tude. “She simply cannot reconcile herself to her situation,” we say.
In other words, though she has the situation vividly, and painfully,
before her mind’s eye, some part of her refuses to regard it as an
accurate picture of reality. (Consider the way that despair tickles the
edges of panic in the thought of the frantic (desperate) parent who
rushes about in search of a child lost at the zoo: “What cannot be
might nonetheless be.” It cannot be because it must not be. And the
demand does not change when “might be” changes horribly to “is.”)

Insofar, then, as our personal ideals are not merely the object of
fantasy—insofar as they are not merely the focus of our most heartfelt
wishes—they resemble our regulative ideals in presupposing hope.
They presuppose the hope that they will be realized; for without this
hope, they could not function as ideals—goods to be realized by us.
This means that there is something intrinsically paradoxical about
being unhappy about the unrealizability of one’s ideals.

I believe that all unhappiness takes this form. For, again, I cannot
see how there could be negative emotional states that deserve to be
called “unhappiness” despite lacking the goal-oriented structure I
have tried to describe; I cannot make sense of the idea that someone
could be unhappy about something (rather than merely wishing it
were otherwise) if her unhappiness had nothing to do with her expec-
tations. Perhaps I am wrong about this. Perhaps the sorrow we feel
when a loved one has died, for example, has an essentially passive

19 In analyzing hope, J.P. Day succinctly expresses the conventional wisdom on
the subject: “A cannot despair that P at the same time as he hopes that P...”—“Hope,”
American Philosophical Quarterly, vi (April 1969): 89–102, here p. 94.
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component, as well as the active component I have been stressing
here.20 To defend this possibility, however, one cannot merely insist
that true love just is an emotion or attitude which can be manifested by
a grief that has nothing to do with dashed expectations and unrealized
ideals. One must make sense of this unhappiness; one must explain
how it is, essentially, a manifestation of love.

Even if this explanatory burden can be met—even if there are
aspects of a person’s perceived good that are independent of her
ideals, and so lack the practical structure of these ideals—our concep-
tion of our good is generally inseparable from our ideals. In most
cases of unhappiness our unrealized good thus functions for us as a
practical guide, something in relation to which we orient ourselves.
Accordingly, paradox is not simply a feature of the occasional weak-
willed act, and of the more frequent episodes of self-deception. Para-
dox is at the center of one of the most ordinary experiences of our
emotional life.

But what about that second challenge to my account—the challenge
from the other side? Even if unhappiness presupposes hope, why
should we think that it presupposes despair? Surely, there are many
cases in which a person is unhappy about gaps between the ideal and
the real that, she thinks, are difficult, but not impossible, to close.
Could anything be more obvious?

In fact, however, the appearances are misleading. Wherever we
seem to see unhappiness without despair, we are really seeing either
someone who wishes that things were different but would rather not
do what it takes to change them, or someone who is in despair, after
all. Let me explain.

Someone might wish that the gap between her personal ideals and
her reality were not so big. Suppose, however, that she does nothing
to close this gap. This could be for one of two reasons: either she
believes that she cannot close it, or she does not want to close it, all
things considered. Since in the former case, she despairs of closing
it, it is the latter case that interests us here. If she does not want to
close the gap, this must be because she believes that the cost of doing
so is too great—that realizing (or more nearly realizing) the relevant
ideals would involve foregoing other good things which, all things
considered, it is better not to forego.21 But if this is her situation, then
she is not in fact unhappy, all things considered, about the fact that

20 I am grateful to Maggie Little for pressing me on this point.
21 Of course, if it would, in fact, be relatively easy for her to bring reality into

greater harmony with her ideals, then there is good reason to suspect that they are
not really her ideals, after all. We are to imagine a case in which the costs are high
enough to make it quite difficult to pay them, but not so high as to induce despair.
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she has failed to make the effort necessary to close—or at least to
narrow—the gap between her reality and her ideals.

Of course, she may well feel unhappy about the fact that she finds
herself in a situation in which it would be better not to make the
effort. But if this is the case, then the object of her unhappiness must
be the high price of closing the gap; for otherwise she would not be
unhappy about the fact that the unrealized ideals are unrealized. If
she is unhappy about the fact that her ideals are unrealized, then she
must be unhappy about the fact that she would have had to pay a
very high price to realize them. But this is the unhappiness of despair:
she is unhappy that she cannot both realize her ideals and preserve
the other good things whose sacrifice constitutes the high price she
would have to pay in order to do so. In other words, she is unhappy
about the fact that she cannot have two things at once, each of which
is, she thinks, essential to her living a good life. She is unhappy because
she does not believe that it is possible to realize this ideal condition.

iv. the irrationality of unhappiness

Having discovered the paradoxical structure of unhappiness, we are
in a position to recognize the principle of rationality that opposes it.
When we are unhappy about the unrealizability of our ideals, we
hold self-contradictory beliefs. And when we do this, we violate a
fundamental principle of theoretical reason. Since our reason is hos-
tile to contradictions, it tells us to stop despairing. It tells us to stop
being unhappy—and to avoid future unhappiness, too.

The point is not that we are especially rational when we manifest
our natural tendency to react positively to a perceived harmony be-
tween our reality and our ideals. To say that our reason supports our
self-concern is not to say that it tells us to be preoccupied with our-
selves, and with our own happiness, in particular. For all our reason
cares, we can be so caught up in our “projects,” so immersed in the
business of realizing our ideals and maintaining the bare necessities
of life, that we do not have a spare moment to consider the relationship
between the way things are and the way we believe it would be ideal
for them to be, nor even half a spare moment to ask ourselves how
we feel about this relationship.22 Only when we do, in fact, feel un-
happy does our reason reinforce our natural desire to escape this
unpleasant condition. And again, this does not mean that, all things
considered, we ought to do what we can to escape it, but only that one

22 I would like to thank Martha Nussbaum for forcing me to clarify this point.
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of the things to consider is the fact that we cannot remain in this
condition without contravening a formal principle of rationality. In
short, we have a reason to try to be happy. Without the slightest
allusion to other rational agents, or to the objective value of happiness,
our reason supports our self-concern.

There are several ways to obey reason’s demand to cease holding
contradictory beliefs about our personal ideals. One way is to give up
the ideals, as human beings often do when they make the transition
from the innocence of childhood to the experience of adulthood.
Our ideals would not be worth much, however, if we could give them
up whenever they proved “unrealistic.” And as I noted earlier, we
would not be worth much either if we lacked the loyalty, constancy,
and courage that holding on to our ideals sometimes requires. This
is why the hope at the heart of despair is not wholly irrational. Or
perhaps we should say that there are good reasons for some irrational
hopes, reasons that pure reason does not understand. (There is some-
times good reason to cry over spilled milk. Better: when what is spilled
is very precious to us, there is often good reason to cry—and cry,
and cry.)23

If someone were not made unhappy by the death of her child, we
would think there was something terribly wrong with her. We would
not normally express this thought by saying that she has sufficient
reason to be unhappy. But we could: she has reason to be unhappy
because he is dead; his being dead is a reason—a sufficient reason—for
her to be as unhappy as a human being can possibly be. Implicit in
this verdict is an ideal of humanity: human beings with “any feeling”
would be devastated by this event; and “having feelings” is something
we take to be part of any minimally decent human life.

For most of us, this ideal of humanity is a personal ideal. And most
of us are incapable of failing to realize it: no matter how hard we
might try, we could not purge ourselves of the wide range of emotions
that characterize our daily experience. (See, however, the following

23 Derek Parfit declares: “Grief isn’t irrational simply because it brings unhappiness.
To the claim ‘Your sorrow is fruitless,’ Hume replied, ‘very true, and for that very
reason I am sorry’”—Reasons and Persons (New York: Oxford, 1984), p. 169. “We may,”
Parfit writes, “object to a world in which our loved ones are taken away, but if they
are taken away, we do not want to fail to experience the fact, to register it as an evil.”
I hope it is clear that my agreement with Parfit is far greater than my disagreement. On
my account, unhappiness is not irrational because it is fruitless. Rather, it is irrational
because it includes the belief in the fruitlessness of hoping that things will be different.
What is more, the irrationality at the heart of unhappiness is only a reason to avoid
it. As I have stressed, there are often other, even better, reasons to be unhappy.
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discussion of resignation.) Given our ideals, we rightly regard the natural-
ness of our feelings as a fortunate fact. Nonetheless, our natural suscepti-
bility to unhappiness makes us vulnerable to irrationality. Indeed, if I
am right, it is, essentially, a natural susceptibility to irrationality.

Human life is such that for every one of us (if we live long enough),
there will be occasions on which we cannot realize the aforementioned
ideal of humanity without having self-contradictory beliefs—without,
that is, experiencing one of our other ideals as a good it is both
reasonable and unreasonable to expect ourselves to realize. As I sug-
gested earlier, on these and other occasions, self-contradiction is also
the price we must pay for realizing the meta-ideal of being “true to
our ideals.” So, though on all such occasions we have good reason
for reacting as we do, we always also have a reason not to react this way:
we would thereby avoid self-contradiction. Since the ideal of rationality
is another of our personal ideals, the pressure to “overcome” our human-
ity, and to “give up” (“give up on”) our old conception of what counts
as a good life for us, is pressure we impose on ourselves.

Fortunately, we need not always give up our ideals in order to satisfy
reason’s demands to avoid the self-contradiction of unhappiness.
Sometimes we have another option: we can do something to prove
to ourselves that the evidence against the possibility of realizing an
ideal is not as conclusive as it seems—that we are not really unreason-
able to expect the ideal to be realized. Under the pressure of theoreti-
cal reason, someone may finally screw up the courage to quit her high-
powered job, and seek less prestigious (and less lucrative) employment
that will leave her some time to devote to her poetry. The evidence
against her ability to “make it” as a poet is, she thinks, overwhelming.
And she has been dragging herself through her days with a barely
acknowledged despair at ever being the poet she still believes she
might be. It has taken a while. But since she cannot bear to abandon
hope, she has finally come to see that her only rational option is to
take the steps necessary to establish that the evidence against her has
been misleading.

This woman is lucky: it is possible for her to do something to try
to justify her ideal. Many others are not so fortunate, however. Short
of deceiving herself, for example, there is nothing the aggrieved
mother can do to convince herself that her child is not really dead.
In her case, theoretical reason thus gives her no choice: it commands
her to give up her hope. Again, it may be that she cannot, or will
not, obey. She may rightly sense that despair is her most honorable
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option, that she would be a traitor to what matters most if she were
any less unhappy and broken.24 It is an interesting question under

24 An ideal generally combines several valued things into one. Accordingly, it is
rare that we must abandon an ideal entirely in order to avoid irrationality. As Little
has reminded me, we can usually revise our ideals in such a way that aspects of
the old remain in the new. Thus, the would-be dancer might strive to become a
choreographer; the wheelchair-bound man who had been training to race the mile
might strive to become the world’s fastest paraplegic.

Recently, some philosophers have suggested that we cannot betray our deepest
values and ideals without destroying ourselves. Thus, according to Frankfurt, “Aga-
memnon at Aulis is destroyed by an inescapable conflict between two equally defining
elements in his own nature: his love for his daughter and his love for the army he
commands.... When he is forced to sacrifice one of these, he is thereby forced to
betray himself. Rarely, if ever, do tragedies of this sort have sequels. Since the
volitional unity of the tragic hero has been irreparably ruptured, there is a sense in
which the person he had been no longer exists”—“Autonomy, Necessity, and Love,”
in his Necessity, Volition, and Love, pp. 129–41, here p. 139, n. 8. Similarly, Christine
Korsgaard argues that “to violate [the conceptions of yourself that are most important
to you] is to lose your integrity and so your identity, and to no longer be who you
are. That is, it is to no longer be able to think of yourself under the description
under which you value yourself and find your life to be worth living and your actions
to be worth undertaking. It is to be for all practical purposes dead or worse than
dead”—The Sources of Normativity (New York: Cambridge, 1996), p. 102.

I think David Velleman is right to criticize such claims as obsuring the distinction
between a person’s self-conception and her identity (her “self”)—between self-
betrayal and suicide—see his “Identification and Identity,” in Sarah Buss and Lee
Overton, eds., Contours of Agency (Cambridge: MIT, 2002), pp. 97–100. A severe blow
to one’s self-conception may be worse than death, but it is not the same thing: one
can suffer such blows without ceasing to exist. (Think, for example, of what happens
to Lord Jim at the beginning of Conrad’s novel—and of how he, the same Lord Jim,
responds to having done what he knows that he—Lord Jim—would never do, and so
could not possibly have done.)

An appreciation of the fact that we can survive profound changes in our self-
conception should warn us against mistaking the contingent, though very real, limita-
tions on our possibilities for conceptual limitations that we could not, even in principle,
exceed without ceasing to be. In other words, though a person’s good clearly depends
on who and what she is, it is conceptually possible for a person to change so much
that her good changes too. Indeed, for all we have reason to believe about the
conditions of personal identity, a person could persist as a member of another
species; and so, for all we know, she could, in principle, acquire the features that
would make flying an essential component of her good. Aristotle is right when he
reminds us that “no one [who is rational] chooses to possess the whole world if he
has first to become someone else...; he wishes for this only on condition of being
whatever he is”—Nicomachean Ethics, W.D. Ross, trans., in The Basic Works of Aristotle,
Richard McKeon, ed. (New York: Random House, 1941), 1166A19, p. 1081. But it
does not follow, as Nussbaum suggests in commenting on this passage, that what
could possibly be a good for us is limited by our imagination. Even if a life “was so
remote from mine that I could not imagine in it a person whom I could accept as
identical with myself”—“Aristotle on Human Nature and the Foundation of Ethics,” in
J.E.J. Altham and Ross Harrison, eds., World, Mind, and Ethics: Essays on the Ethical
Philosophy of Bernard Williams (New York: Cambridge, 1995), pp. 86–131, here p. 91—
it might nonetheless be a life I could live. If this possibility exceeds the limits of my
imagination, then it is not relevant to my ideals, and so, as Korsgaard and Frankfurt
remind us, it cannot constrain my choices; it is nothing I must, or can, be “true to”
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what conditions a despair that was initially justified becomes unreason-
able; but I will not try to answer this question here. In most cases, it
seems, the desperate hope gradually atrophies, to be replaced by the
resignation that lies in the vast no-man’s-land between happiness and
unhappiness. There are other cases, however, in which the painful
modification of one’s ideals yields a joyful affirmation of one’s new
self-conception, and of the new life that goes with it. Think, for
example, of someone who has despaired for years over his homosexu-
ality, and who finally adjusts his ideals to fit the contours of his
possibilities as he perceives them.25 Sartre is right to note how often
we cling to our self-conception as a convenient excuse. But he is
wrong to suggest that someone is necessarily in bad faith if his sense
of his possibilities reflects his belief that he is a type of human being
whose good differs in important ways from the good of most others.

v. resignation

The gay man who eventually embraces his homosexuality and the
bereft mother who eventually “resigns” herself to her child’s death
illustrate two very different ways of adjusting to conditions that limit
the sort of life one can live: whereas he no longer desires to be
heterosexual, she would give anything to have her son back. Yet, I
said, this is not a contrast between a happy and an unhappy person.
Though the woman is anything but overjoyed about her new self-
conception, she is resigned to it. That is, she has no hope that she
will be someone’s mother again, and so no despairing, disappointed
hope—no despair, no disappointment, no unhappiness.

Resignation is the absence of hope without paradox. In some forms
it is benign; in others it approaches pathology. In all it is a no-man’s-
land between happiness and unhappiness. Consider, again, the
woman whose child has died. She may be resigned to the fact that
she cannot drink water while singing an aria; she may be resigned to
the fact that she experiences monthly pain and discomfort when she
menstruates; and she may (eventually) be resigned to the fact that

in deciding what to do. We can concede all this, however, while at the same time
acknowledging that I could, conceivably, acquire ideals in the future which would
require such a great self-transformation that I cannot now imagine surviving it.

25 The account offered here sheds light on a basic feature of happiness to which
Charles Larmore calls our attention in a recent article: “We are never in a position
to grasp in advance the full character of our good, even in its broad outline. As a
result, our happiness includes not just the anticipated good we achieve, but also the
unexpected good which happens to us”—“The Idea of a Life Plan,” Social Philosophy
and Policy, xvi, 1 (Winter 1999): 96–112, here p. 103.
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her child is dead. If her attitude is the same in all of these cases, it
nonetheless takes different forms. To say that she is “resigned” to the
first condition is to suggest that she accepts it—and the limits it
imposes on her possibilities—without giving it any thought. This could
also be her attitude toward the second condition; or—alternatively—
she could frequently note how nice it would be if things were other-
wise.26 Finally, if she really does manage to resign herself to her child’s
death (and many in her situation never do), then this would almost
certainly at least initially involve an emotional/psychological numb-
ness in response to everything having anything to do with him, and
with the awful event.

Without straining ordinary language we can, if we want, characterize
this last form of resignation as a different sort of despair: despair
without anguish—indeed, without affect of any kind. When it is di-
rected toward only one dimension of one’s life, it creates a barricade
against the entrance of hope along this dimension. When it is directed
toward one’s life as a whole, it is a kind of death.

Suicide is an extreme response to the belief that there is “nothing
to live for,” one’s hopes are hopeless. But one can kill one’s hopes
without ending the life of one’s body. One can abandon hope alto-
gether by ceasing to have any ideals. Someone in this condition is
psychically/emotionally numb. She has no conception of her possibili-
ties. So she has no conception of who she is. So she is dead to herself.
Like all who are dead, she is invulnerable to disappointment. She is
not happy, of course. But she is not unhappy either.27

26 Notice how different this attitude is from the unhappiness of disappointed
expectations. As this example reminds us, there would be far more misery in the
world if Freud had been right—if, that is, little girls really did conceive of themselves
as deformed boys. At some point in their lives half the human population would
suffer in much the way that many homosexuals suffer in our society today. Perhaps
there will come a time when we will be able to laugh at the thought that human
beings must overcome painful disappointment in order to accept their erotic longings
for others of the same sex, just as we can now laugh at the thought that some (most!)
human beings must overcome painful disappointment in order to accept the fact
that they do not have a penis.

27 Someone who is profoundly depressed might seem to fit this description: she
is too depressed to hope for anything because she is too depressed to care about
anything. In most cases of serious clinical depression, however, the person is in such
great pain that she desperately hopes the pain will go away. This motive for suicide
is distinct from the “anti-motive” of having nothing to live for, though clearly, the
latter is a source of the former; and the power of the former reinforces the latter.
Following the next paragraph in the text, I call attention to how extremely difficult
it is for us to reduce the intensity of certain basic forms of suffering by simply picking
new targets for our hope.

Because hopeless despair is affectless despair, it is easy not to notice that one is
in this condition. For a powerful description of this numb state of self-alienation,
consider the following poem by Emily Dickinson: “There is a pain—so utter—/ It
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Far better to be irrational than to lack the capacity for happiness.
Far better to be unhappy. But when some measure of happiness can
be purchased by killing off some part of oneself, the price may be
worth it. There may be no other way to “get on with one’s life.” Of
course, in most such cases, what is dead is not really gone. So there
is usually room in such lives for a special hope. Someone whose child
has died may eventually dare to conceive of herself as someone who
can think again with pleasure of the many wonderful moments she
spent with him. If, at the same time, she is convinced that this can
never be, then her hope will be a new source of despair. If she holds
on long enough, however, she may one day realize her ideal: she may
succeed in sustaining the absence of any hope that things will be as
they once were, without sustaining an absence of feeling.28

And what of the hungry, frightened refugee? Can she ever truly
resign herself to her lot? It does seem that others in her situation
have done just this. But I wonder whether such apparent resignation
is not really just a case of biding one’s time—waiting for things to
get better. Waiting resignedly, perhaps. But waiting, just the same.
Hoping.

The difficulty of giving up hope in such a case is not merely psycho-
logical; it is a function of the basic animal drive to thrive, and of the
fact that there are limits to the conditions under which human animals
can thrive—limits imposed by their need to eat and drink, by their
sensitivity to pain, and so forth. Like all animals, we humans have the
“built-in” goal to thrive in the ways that are characteristic of our
species. And this goal is naturally part of our conception of who we
are: I am someone who does not live on roots and leaves, who drinks
water (or some other liquid), who sleeps daily. As my earlier allusion
to blindness suggests, our self-conceptions can leave out many of the
features that characterize a normal healthy human animal: one can
conceive of oneself as the kind of human being who does not see, or
whose legs do not move, or who does not make insulin. If, however,
my happiness required me to embrace a conception of myself as the
kind of human being who is perpetually cold and hungry, then it

swallows substance up—/ Then covers the Abyss with Trance—/ So Memory can
step/ Around—across—upon it—/ As one within a Swoon—/ Goes safely—where
an open eye/ Would drop Him—Bone by Bone,” from The Poems of Emily Dickinson,
Thomas H. Johnson, ed. (Cambridge: Harvard, 1979), Volume II, p. 460.

28 Emotions come and go. It is thus highly likely that someone who has suffered
such a profound loss will become unhappy again for certain periods of time. Upon
looking over a photo album, for example, she might relive her loss as though it were
just yesterday; whatever she thought and felt when she first heard the news would
“all come back again.”
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would probably be impossible for me to be happy. My animal nature
would continue to remind me that I really do regard a full belly as
part of my good. It would not permit me to give up the aim of eating
a decent meal. It would keep me hoping; and so it would sentence
me to despair.

Resignation is not alchemy: it cannot turn bad states of affairs into
good ones. Nonetheless, it is often the necessary first step in revising
one’s conception of one’s good.29 And so, it is often the first step—a
rationally justified step—on the way back to happiness. Again, most
such revisions do not depend on concluding that the grapes were
probably sour anyway; for, again, someone can readily admit that she
would welcome a change which she no longer hopes for—and even
a change which she no longer takes to be very important. In some
cases, however, when, like the transformed homosexual, a person
concludes that he was wrong about his own good, the alteration in
his personal ideals is inseparable from an alteration in his more
general views about what is desirable. Suppose, to take another exam-
ple, that Bob has believed since childhood that no human life is a
good human life unless the human being who lives it has been “saved.”
And suppose that he despairs of ever achieving salvation himself. One
way for him to alleviate his unhappiness would be for him to abandon
his belief. He might not be able to do this, of course. But what if he
could? What might this abandonment look like? He might conclude
that there is no God, after all. Or he might conclude that he, at
any rate, has no God. In either case, if he succeeds in becoming a
nonbeliever, he will no longer value salvation. Indeed, he probably
would not even recognize it if it hit him on the head. (This is the
difference between a true nonbeliever and someone who has turned
his back on God in despair.30)

29 Spinoza, Rousseau, and many others have tried to impress upon us how much
our happiness depends on our ability to recognize and accept what we cannot change.
This article can be read, in large part, as an exploration of this Stoic insight, and
an attempt to show that the connection between refusing to accept what is necessary
and being unhappy is a more intimate connection than that between cause and
effect. It is interesting to compare my remarks about resignation with the following
comment by Allan Bloom: “Irony flourishes on the disproportion between the way
things are and the way they should be while accepting the necessity of this dispropor-
tion. It is a classical style because the ancients did not expect that reality could become
rational...moderation, rather than being the expression of a timid or easygoing
soul, was for them the expression of one who has overcome hope and therefore
indignation.... In short, irony seems to presuppose the distinction between theory
and practice...”—Love and Friendship (New York: Simon and Schuster, 1993), p. 193.

30 My claim about despair thus represents a challenge to the teaching that despair
is the worst sin because it involves giving up on God.
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One can sometimes deceive oneself into believing that one’s con-
ception of one’s good life has really changed—and with it, one’s
conception of oneself as someone for whom it is good to live such a
life. Theoretical reason gives mixed messages about such self-decep-
tion. On the one hand, it tells us not to permit our wishes to determine
our conception of reality. On the other hand, it tells us to avoid self-
contradiction. I suspect that if deceiving oneself about what one really
deems valuable and important does not actually cause one to change
one’s mind, then this sort of self-deception is especially difficult to
maintain. No sooner is the grape in one’s mouth than one concedes
that life was no good without it; one is overwhelmed with relief and
joy when God finally shows His face.

It is often difficult, too, to deceive oneself about one’s real possibilit-
ies. But I suspect that many happy people whose ideals are far from
being realized owe their happiness, at least in part, to their ability to
induce in themselves the false belief that the evidence does really
warrant their hope. In some of these cases, the self-deceived belief
becomes self-fulfilling. In all cases, it is an antidote to despair.31

When we comply with reason’s demand by deceiving ourselves in
this second way—and especially when we are incapable of pursuing
the other ways of complying—we are, it seems to me, in a condition
that is as close to Kantian “rational faith” as it is possible to come in
relation to one’s personal ideals: we have embraced a “useful fiction”
which has the support of a fundamental principle of reason, even
though the evidence tells strongly against it. In this case, of course,
reason’s recommendation is conditional, in part, on contingent psy-
chological factors; reason is not, itself, the source of the ideals. But
nor is it, on the Kantian account, the source of the human desire for
happiness, without which happiness would not be part of the Highest

31 Sheed offers an autobiographical example of how deceiving oneself can contrib-
ute to the gradual process of reconceptualizing oneself in the way one must in order
to be happy: “Nobody ever got used to blindness, or living in a wheelchair, or crawling
to the bathroom, in his mind; yet when the time comes, the body often moves
amazingly fast, handing out instructions as it goes on how to handle the latest disaster,
like the next clue in a game. Your task is to keep your mind occupied between clues,
keeping the truth or at least the words at bay until your body has learned the next
moves. If, for instance, I’d been told at the beginning exactly how far I’d get with
my exercises, and where I’d end up, I might indeed have felt like a cripple and quite
bowed down by it; but I was able to convince myself that I was going all the way until
my body was ready to tell me otherwise, and until I’d learned slowly for myself,
pushing against that unyielding hand, that this is where you get off.... [A] firm belief
in miracles and the power of prayer, and a trusting nature, did treat me to three
and a half years of unbridled optimism, at the end of which I was so used to polio
that I could barely remember what life had felt like without it”—In Love with Daylight,
pp. 31–32.
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Good. If, as I have suggested, our happiness is tied to our perception
of the relationship between our actual condition and our personal
ideals, then the useful fiction that the gap between our real life and
our ideal life is not so big—or if big, then at least not so difficult
to close—may play an important role in sustaining our rationally
mandated faith in the possibility that someday everyone who ought
to be happy will be.

vi. the rationality of oppression

Many arguments with other rational agents about what each has rea-
son to expect of the others are, in a broad sense, political arguments.
Before bringing this article to a close, I want to say a few words about
the political implications of the irrationality of unhappiness. Let me
begin by stressing what my thesis does not imply. It does not imply
that you can deprive me of something essential to my good—that,
for example, you can deny me the right to vote—and then declare
that I am irrational to protest, since what you have taken away is no
longer attainable. I can reasonably retort that it is not irrational for
me to protest, since it (the right) is attainable; it is attainable, since
you can easily change things so as to enable me to vote. In short, you
can deny me the right to vote without forcing me to conclude that
it is unreasonable for me to expect that you will grant me this right.

This having been said, your behavior (and that of your associates
in power) may well convince me that I have no reason to expect that
you will grant me the right any time soon. In this case, if I continue
to demand the right now, and if this is not simply a matter of strategy
(or rhetoric), I will almost surely be unhappy. (“Almost surely”: unhap-
piness requires a tension in one’s beliefs about what is possible; but
again, though it is our natural way of experiencing this tension, I do
not see any reason to insist that it is the inevitable consequence.) If
I am unhappy (as opposed to merely judging that things are not as
I would like them to be, nor as they should be), I will be (in the sense
that we have been exploring) irrational: since I do not believe that
it is possible to gain the right soon, I would be more rational if, rather
than clutching at a desperate hope, I did not “let it bother me” that
I will have to wait.

Again, this merely implies that I have a reason to cheer up—not
that, all things considered, I ought to do so. Happiness is not the only
thing of importance in life. Certainly, rationality is not. Furthermore,
in changing my attitude, I need not alter my long-term expectations.
And so I need not give up my belief that I will, eventually, be granted
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the right. Nor need I give up fighting for this right. Indeed, my
hopeful long-term expectations will surely depend on my belief that
I will never give up.

What if, however, your behavior (and that of those with whom you
share power) convinces me that this belief, too, is unfounded—that
there is no reason to hope I will ever be granted the right to vote (or
to drive a car, or to attend university, or...)? Unfortunately, we are
all too familiar with situations of this kind, and we know the hard
choice that they offer: like so many other victims of oppression, I will
have to choose between being unhappy for the rest of my life and
being happy with less than I had hoped for. If I really have good reason
to believe that these are my only alternatives where my happiness is
concerned, and if it really is within my power to choose, then, it seems
to me, I would not necessarily be wrong to opt for happiness. And,
in any case, I would not be irrational to do so.

Of course, this is just what you, my oppressor, are counting on me
to recognize. You are counting on me to try not to let my condition
bother me (not to let it “get me down”), even if I dislike it; and you
know that if it stops bothering me (if it stops “getting me down”),
then I am eventually likely to take your restrictions for granted when
I am thinking about who I am and what is essential to my own good—or
if I will not ever reach this point myself, then my children will (or
those of my sex, if the restrictions apply only to them). This outcome
is compatible with my continuing to fight on behalf of the generations
to come. But when I am no longer unhappy, the motivation to fight
will be hard to sustain. If I see this subtler side to oppression clearly
enough, I will recognize an additional reason to opt for unhappiness:
I do not want to be a collaborator; I am not a collaborator.

Or am I? After all, I am certainly someone who wants to be happy.
I hope that I will one day be happy. Can I really reconcile myself to
regarding happiness as a very nice condition which is, however, not-
to-be-achieved by me? And if I can, should I? What it is rational for
me to demand of you (and of all other rational agents) depends on
what it is rational for me to demand of myself. I may be confused
about this. And since my confusion will make it more difficult for me
to resist you, your success in oppressing me will in this case, too, be
due, in part, to the irrationality of unhappiness.

There is considerable philosophical interest in the fact that we
sometimes have practical reasons for holding beliefs that are not well
supported by the evidence. In seeking a justification for our desire
to be happy, I have discovered a simple theoretical reason for satisfying
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this desire.32 It turns out that the impulse to bring our lives into
line with our ideals and the desire to bolster our confidence in the
appropriateness of these ideals are not really as distinct as we have
been inclined to think.

With this discovery, we have, in effect, moved from Kant to Hegel.
At least I think this is part of what Hegel was getting at when he told
his magnificent story about how an ill-founded confidence in our
conception of ourselves and our world generates a desire to transform
ourselves and our world. Hegel to the contrary notwithstanding, the
Real is not the Ideal. Nonetheless, we are committed to bringing
them closer together. And we honor this commitment when we pursue
our own happiness.

This is not to deny, of course, that we are also committed to acting
from motives that we can justify to others. Our reason has heteroge-
neous ends; and nothing I have said by way of justifying our self-
concern implies that this justification is ever overriding. It may well
be that we should act on the desire to be happy only in those cases
in which our behavior could be endorsed by all other rational agents.
Nonetheless, if I am right, rational agents necessarily endorse the
desire itself; this is part of what it is to be rational.

According to T.M. Scanlon, “individual well-being [is] morally sig-
nificant...not because it is intrinsically valuable or because promoting
it is self-evidently a right-making characteristic, but simply because
an individual could reasonably reject a form of argument that gave
his well-being no weight.”33 I have tried to show that one reason why
arguments can reasonably be rejected if they give an individual’s
happiness no weight is precisely because, at least in most cases, unhappi-
ness is intrinsically irrational; it is intrinsically irrational because it is
itself a form of irrationality.

sarah buss
The University of Iowa

32 According to Darwall, “practical reason includes no intrinsic requirement that
we care either about others or about ourselves, since rational agency seems possible
without even the capacity to care about a person, oneself or another, for that person’s
sake”—“Self-interest and Self-concern,” pp. 169–70. I am inclined to disagree. My
point, however, is that even if Darwall is correct, reason in its theoretical capacity does
support (at least one form of) our self-concern.

33 “Contractualism and Utilitarianism,” in Amartya Sen and Bernard Williams, eds.,
Utilitarianism and Beyond (New York: Cambridge, 1982), pp. 103–28, here p. 119.
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COMMENTS AND CRITICISM

ON FLOYD AND PUTNAM ON WITTGENSTEIN ON GÖDEL

In a recent discussion piece, Juliet Floyd and Hilary Putnam1 pres-
ent a new analysis of Wittgenstein’s “notorious paragraph” on
Gödel’s first incompleteness theorem. Textually, they claim that

Wittgenstein’s remarks have been widely misunderstood, and they
argue that Wittgenstein had a better understanding of Gödel’s theo-
rem than he has often been credited with. Substantively, they find in
Wittgenstein’s remarks “a philosophical claim of great interest,” and
they argue that, when this claim is properly assessed, it helps to vindi-
cate some of Wittgenstein’s broader views on Gödel’s theorem.

Here, I address the second of these two arguments (while dis-
claiming the scholarly credentials required to assess the first, the
purely textual, one).2 I begin by examining the central claim which
Floyd and Putnam attribute to Wittgenstein, showing that their argu-
ment for this claim is inadequate and that the claim itself is almost
certainly false. I then argue that, even if Wittgenstein’s central claim
were true, it would not lead to the conclusions Floyd and Putnam
think it does. At the end of the day, I conclude that Floyd and Putnam
provide no new insights into Gödel’s theorem by way of their reading
of Wittgenstein.

i. on floyd and putnam

Let us begin with the relevant passage from Wittgenstein.

I imagine someone asking my advice; he says: “I have constructed a
proposition (I will use ‘P’ to designate it) in Russell’s symbolism, and
by means of certain definitions and transformations it can be so interpre-
ted that it says: ‘P is not provable in Russell’s system’. Must I not say
that this proposition on the one hand is true, and on the other hand
unprovable? For suppose it were false; then it is true that it is provable.

1 “A Note on Wittgenstein’s ‘Notorious Paragraph’ about the Gödel Theorem,”
this journal, xcvii, 11 (November 2000): 624–32.

2 For more on the textual questions, see Floyd, “On Saying What You Really Want
to Say: Wittgenstein, Gödel, and the Trisection of the Angle,” in Jaakko Hintikka,
ed., From Dedekind to Gödel: Essays on the Development of the Foundations of Mathematics
(Boston: Kluwer, 1995), pp. 373–425; Floyd, “Prose versus Proof: Wittgenstein on
Gödel, Tarski, and Truth,” Philosophia Mathematica, ix (2001): 280–307; and Mark
Steiner, “Wittgenstein as His Own Worst Enemy: The Case of Gödel’s Theorem,”
Philosophia Mathematica, ix (2001): 257–79.
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And that surely cannot be! And if it is proved, then it is proved that it
is not provable. Thus it can only be true, but unprovable.”

Just as we can ask, “‘Provable’ in what system?,” so we must also ask,
“‘True’ in what system?” “True in Russell’s system” means, as was said,
proved in Russell’s system, and “false” in Russell’s system means the
opposite has been proved in Russell’s system.—Now, what does your
“suppose it is false” mean? In the Russell sense it means, “suppose the
opposite has been proved in Russell’s system”; if that is your assumption
you will now presumably give up the interpretation that it is unprovable.
And by “this interpretation” I understand the translation into this English
sentence.—If you assume that the proposition is provable in Russell’s
system, that means it is true in the Russell sense, and the interpretation
“P is not provable” again has to be given up. If you assume that the
proposition is true in the Russell sense, the same thing follows. Further:
if the proposition is supposed to be false in some other than the Russell
sense, then it does not contradict this for it to be proved in Russell’s
system. (What is called “losing” in chess may constitute winning in an-
other game.)3

In this passage, we find Wittgenstein criticizing a relatively common inter-
pretation of Gödel’s first theorem: that the theorem shows—or helps to
show—that there are true but unprovable sentences of ordinary number
theory.4 Wittgenstein objects to this interpretation, partially because he is
skeptical concerning the notion of “Truth” in play here (“‘True’ in what
system?”), and partially because he is opposed in principle to the
derivation of “philosophical” claims from “mathematical” arguments.5

In their analysis of this passage, Floyd and Putnam focus on the
following key claim (paraphrased from the second paragraph of Witt-
genstein’s discussion):

(KC) If one assumes that ¬P is provable, then one should give up the
“translation” of P by the English sentence ‘P is not provable’.

In what follows, I start by sketching the basic mathematics behind
this claim. I then examine Floyd and Putnam’s argument for the

3 Remarks on the Foundations of Mathematics, G.E. von Wright, R. Rees and G.E.M.
Anscombe, eds., Anscombe, trans. (Cambridge: MIT, 1956), I, Appendix III, §8.

4 Wittgenstein focuses on number theory as formulated in “Russell’s system”—that
is, the system of Principia Mathematica. There is, however, nothing in his argument that
depends on this particular choice of background logic. For expository convenience, I
will recast the argument in terms of ordinary, first-order Peano Arithmetic. Later—in
section iv—I discuss the possible philosophical significance of formulating the argu-
ment in “Russell’s system.”

5 See, for example, Remarks, VII §19. See also Philosophical Investigations, Anscombe,
trans. (New York: Macmillan, 1953), §124.
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claim and what they take to follow from it. Finally, in sections ii and
iii, I explain how and why their analysis goes wrong.

I begin with the relevant mathematics. In his original paper on
incompleteness,6 Gödel defines two formulas in the language of for-
mal number theory. These formulas—which I will call “PROOF(x, y)”
and “SUBST(x, y, z)”—have the following nice property:7

NUMERALWISE REPRESENTABILITY: Let m be the code of a
sentence, φ, and let n be a natural number:

(1) If n is the code of a proof of φ, then PA � PROOF[n̂, m̂].
(2) If n is not the code of a proof of φ, then PA � ¬PROOF[n̂, m̂].

Similarly, let φ(�0) be a formula with one free variable, let p be
the code of φ, and let n and m be natural numbers:

(1�) If m is the code of φ(n̂), then PA � SUBST[p̂, n̂, m̂].
(2�) If m is not the code of φ(n̂), then PA � ¬SUBST[p̂, n̂, m̂].

Using these formulas, Gödel defines the sentence which Wittgentein
later calls “P” (although Gödel himself calls it something different).
Initially, he defines the formula:

�(�0) � ∃y [SUBST(�0, �0, y) & ¬∃z PROOF(z, y)]

Letting eo be the code for �(�0), Gödel sets:

P � �(ê0) � ∃y [SUBST(ê0, ê0, y) & ¬∃z PROOF(z, y)]

This, then, gives the basic definition underlying Wittgenstein’s (and
later Floyd and Putnam’s) discussion. There are two things we should
notice about this definition.

First, the property of numeralwise representability explains why some-
one might think that P should be interpreted as saying “P is unprovable.”
On the assumption that PA is sound—that is, that � PA—the numer-
alwise representability of PROOF(x, y) and SUBST(x, y, z) entails the
following, somewhat more semantic, property:8

6 Gödel, “On Formally Undecidable Propositions of Principia Mathematica and
Related Systems,” in Collected Works (New York: Oxford, 1986), pp. 145–99.

7 To unpack the terminology/notation here, I note that “coding” is simply a way
of associating natural numbers to syntactic objects like formulas and proofs; done
properly, it allows syntactic properties like “being well-formed” or “being a valid
proof” to be treated as number-theoretic properties of the associated codes. Similarly,
the notation n̂ simply represents the expression for the number n in the language
of formal number theory: specifically, 0 � 1 � … � 1, with n 1’s.

8 It is important to note that these facts about arithmetic expressibility can be
proved directly, without passing through numeralwise representability. (Gödel him-
self approaches arithmetic expressibility this way in his 1931 paper.) Nonetheless,
once we have numeralwise representability, it provides a quick route to arithmetic ex-
pressibility.
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ARITHMETIC EXPRESSIBILITY: For any two numbers n and m,
� PROOF(n̂, m̂) if and only if m is the code of a sentence, φ,
and n is the code of a proof of φ.

Similarly, for any three numbers n, m, and r, � SUBST(n̂, m̂, r̂) if
and only if n is the code of a formula, φ(�0), and r is the code
of the sentence φ(m̂).

Using arithmetic expressibility, therefore, we can make perfect sense
of the claims that ¬∃z PROOF(z, y) “says that” the sentence coded
by y is unprovable and that SUBST(ê0, ê0, y) “says that” y is the code
of P. Together, these two claims provide the intuitive basis for interpre-
ting P as “P is unprovable.”

Second, our definition explains why someone might think that P
is a true but unprovable sentence of number theory. If we filter P
through arithmetic expressibility, we get the following result:

� P if and only if there is an n, such that � SUBST(ê0, ê0, n̂)
and � ¬∃z PROOF(z, n̂).

if and only if there is an n, such that n is the code of P
and � ¬∃z PROOF(z, n̂).

if and only if there is no m, such that m is the code of a
proof of P.

if and only if PA P.

This equivalence leaves us with two options: either � P and PA P
or � P and PA �P. Notice, however, that the second of these two
options contradicts the soundness of PA (since it trivially entails that
� PA). Hence, we are forced to accept the first option. And this first
option looks an awful lot like the claim that P is true but unprovable.

This, therefore, gives us a sketch of the claims Floyd and Putnam
want to argue against (that P says “P is unprovable” and that P itself
is “true but unprovable”). To understand their objections to these
claims, we can begin by looking at their argument for KC.9 So suppose,
just for the sake of argument, that PA is consistent but that we have
discovered that PA � ¬P. The first thing to notice is that this entails
that � PA (that is, since � PA ⇒ � ¬P ⇒ � P ⇒ PA � P ⇒
PA is inconsistent). It follows, therefore, that PA is satisfied only by
nonstandard models of number theory—that is, by models which are

9 The argument occurs on pp. 625–27.
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not isomorphic to the natural numbers. To use the technical jargon,
it follows that PA is �-inconsistent.10

Consider, then, a specific model of PA. Call this model �, and call the
code of P, p0. Then, since PA � ¬P, we know that � ∃x PROOF(x, p̂0).
Therefore, there is some element m � � such that � PROOF[m, p̂0].
But, by numeralwise representability, � ¬PROOF(n̂, p̂0) for each
natural number n. Hence, the relevant m is not one of the ordinary
natural numbers—it is, of necessity, one of the “nonstandard” elements
of �.11 Further, and this is the second thing to notice here, there is
no interesting sense in which this nonstandard m “codes up” a proof
of P—or of any other formula, for that matter. Given this, we have
no reason to think that the formula PROOF(x, y), as it gets interpreted
by the model �, still captures the notion “y is the code of a sentence
and x is the code of a proof of that sentence.”

In this situation, therefore, Floyd and Putnam argue that it is hard
to justify interpreting P as meaning “P is not provable.” After all, the
intuitive motivation for interpreting P this way involved interpreting
P on the natural numbers—that is, interpreting “�” as plus, “�” as
times, and letting “∃x” range over the natural numbers. But now it
turns out that this interpretation is incompatible with PA itself (since
PA has only nonstandard models). Similarly, the interpretation of P
as “P is not provable” owed something to the interpretation of
PROOF(x, y) suggested by arithmetic expressibility. But, as we have
just seen, this interpretation of PROOF(x, y) breaks down when we
interpret PROOF(x, y) on nonstandard models. Hence, once we make
the assumption that PA � ¬P—and thus that there are no standard models
for PA—we have every reason to give up our initial interpretations of
both PROOF(x, y) and of P.12

This, then, is the core of Floyd and Putnam’s argument for KC.
What a given formula “expresses” depends on the model at which we

10 Formally, �-inconsistency is a bit stronger than the claim that a system has only
“nonstandard” models to say that PA is �-inconsistent means that there is some
particular formula, φ(x), such that for each n, PA � ¬φ(n̂), but it is also the case
that PA � ∃x φ(x). In the specific case where PA � ¬P, we can actually identify the
relevant φ(x): for each n, PA � ¬PROOF(n̂, p̂0), but PA � ∃x PROOF(x, p̂0). So, in
this case, it is the very formula used in the construction of P that serves to witness
the �-inconsistency of PA.

11 Cf. the discussion of �-inconsistency in the preceding footnote.
12 In general, there may also be problems concerning the interpretation of

SUBST(x, y, z). In particular, there will be nonstandard elements m1, m2, m3 � � such
that � SUBST(m1, m2, m3), even though it is clear that m2 does not code an ordinary
natural number and that neither m1 nor m3 code formulas. Fortunately, this does
not have to affect the interpretation of P, since we can show that � interprets
SUBST(ê0, ê0, z) correctly (that is, � SUBST(ê0, ê0, m) ⇔ � m � p̂0).
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interpret it. If we interpret PROOF(x, y) and P on the natural numbers,
then it is plausible to think that they express the facts that “x codes
a proof of y” and that “P is unprovable.” If we interpret them on
nonstandard models, then it is no longer plausible to think that they
express such things. Therefore, once we assume that PA is �-incon-
sistent—and hence that all “admissible interpretations” take place on
nonstandard models—we are left with no good reasons for interpre-
ting P as “P is not provable.”

So much for KC itself. With KC in hand, I turn to the consequences
Floyd and Putnam draw from KC. To begin, KC shows that the formal
structure of P does not force us to interpret P as “P is not provable”
(since this is an interpretation we would give up under certain circum-
stances—for example, if we discovered that PA � ¬P). Nor, Floyd
and Putnam argue, do the other details of Gödel’s mathematics force
us to interpret P this way. As formulated in his original paper, Gödel’s
proof is purely syntactic (using numeralwise representability to show
that if PA is �-consistent, then PA P).13 Hence, as far as the mathemat-
ics goes, we can dispense with interpretation altogether.14 Given all this,
it is unclear where the claim that P should be interpreted as meaning
“P is unprovable” is supposed to come from. At best, this seems to
be a “metaphysical claim” (632) which gets grafted onto Gödel’s
mathematics; it is not, in any interesting sense, something which follows
from that mathematics.

At the end of the day, Floyd and Putnam take themselves to have
vindicated Wittgenstein’s skepticism about the common insistence

13 As Mic Detlefsen has pointed out to me, the claim that Gödel’s proof is “purely
syntactic” needs to be treated with some care. On the one hand, Gödel’s proof does
not require specifying a full, formal interpretation of the symbols of his language.
(Gödel himself emphasizes this fact on pp. 171, 177, and 181.) Nor does it involve
a notion of truth for that language. So, it is not semantic in the way that a model-
theoretic argument is semantic (or one which made use of arithmetic expressibility).

On the other hand, the argument does involve a systematic association between
natural numbers and terms in our language (for example, between n and n̂). This
association is crucial for proving the numeralwise representability results on which the
overall proof depends. So, even Gödel’s “syntactic proof” involves general correlations
between natural numbers and the formal expressions which, in Gödel’s own terms,
“denote” those numbers.

14 At best, Floyd and Putnam suggest, Gödel’s paper gives rise to a proof-theoretic
conception of truth—one under which “P is true” means PA � P and “P is false”
means PA � ¬P. Clearly, however, this is an interpretation which leaves no room for
“true but unprovable” sentences of arithmetic.

Now, for the reasons mentioned in the last footnote, I find the claim that Gödel’s
mathematics does not involve “interpretation” somewhat problematic (though there
is clearly a sense in which it is true). For the sake of argument, though, I will avoid
these complexities by simply granting the claim that Gödel’s proof is “purely syntactic”
and that it involves no “interpretation.”
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that Gödel’s incompleteness theorem shows that there are true but
unprovable sentences of ordinary number theory. To make this claim
plausible, we seem to need an interpretation of P which makes P say
“P is not provable.” But KC—along with an analysis of the actual
mathematics of Gödel’s proof—undercuts the idea that Gödel’s work
provides such an interpretation. As a result, Floyd and Putnam con-
clude that the common insistence that P is “true but unprovable” is
more a “metaphysical claim” than a “mathematical result” (632). And,
while this does not entail that the claim is false, it does show “how
little sense we have succeeded in giving it” (632).

ii. on kc
In this section, I step back to examine Floyd and Putnam’s argument
for KC in more detail. (In section iii, I will look at their more general
conclusions concerning the incompleteness theorem.) To see what
is wrong with Floyd and Putnam’s argument for KC, we need to back
up a bit and recall the hypothetical situation KC envisages. Initially,
we come to Gödel’s theorem with an interpretation of the language of
formal arithmetic on the natural numbers—an interpretation which
reads “�” as plus, “�” as times, and which lets “∃x” range over the
natural numbers.15 Given this interpretation, we proceed to assume
two things. First, we assume that our background axiomatization of
arithmetic is sound—that is, that all of the axioms of PA come out
true on our interpretation. (If we use standard model-theoretic ma-
chinery, this amounts to the claim that � PA.)16 Second, on the
basis of an argument like that given on page 200, we assume that we
can interpret P as “P is not provable.”

Now at this point, KC suggests the following hypothetical: suppose
PA � ¬P. As we saw in section i, this entails that � PA. Hence, we
face a choice. On the one hand, we could modify our background
interpretation of arithmetic, giving up � as an appropriate model for
our language and limiting ourselves to those (nonstandard) models
which happen to satisfy PA. If we make this choice, then we will be
forced to give up the interpretation of P as “P is not provable” (for
the reasons highlighted by Floyd and Putnam). On the other hand,

15 After Tarski, this interpretation would probably be fleshed out using model-
theoretic machinery. But this is not necessary. Gödel himself sketches a non-Tarskian
version of the interpretation, and it is this non-Tarskian interpretation which Gödel
uses in formulating the notion of arithmetic expressibility (and in proving things
about that notion); see pp. 181–91.

16 For the remainder of the paper, I will assume that we have used standard model-
theoretic machinery in fleshing out our interpretation. Hence, I will use � PA to
express the soundness of our axioms.
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we could keep our background interpretation of arithmetic language
and give up the assumption that PA provides a satisfactory axiomatiza-
tion of arithmetic.

It is clear from their paper that Floyd and Putnam think we should
take the first option (as witnessed, for instance, by their insistence
that only models which satisfy PA should count as “admissible interpre-
tations” for our language).17 But it is equally clear that they provide
no real argument for preferring this option. Instead, they simply ignore
the possibility of keeping � as the canonical interpretation for our
language while abandoning (or, at the very least, modifying) the �-inconsis-
tent axiomatization that stands in conflict with this interpretation.18

So far, this is simply an objection to Floyd and Putnam’s argument
(pointing out a lacuna which could, in principle, be filled in). But
there is a deeper problem here: Floyd and Putnam’s assumptions
about the (hypothetical) response of the mathematical community
to the discovery that PA � ¬P are almost certainly false. Although
such a discovery would cause a great deal of consternation, I think
the vast majority of mathematicians would look for ways of revising
PA in order to block the proof in question—that is, would try to
isolate the specific axioms of PA that are essential to the proof and
to eliminate some of them from our axiomatization.19 There are three
points to make about this.

First, it is almost unimaginable that mathematicians would adopt
recognizably nonstandard models of arithmetic as canonical for inter-
preting the language of number theory. Neither would they accept
a provably �-inconsistent axiomatization of arithmetic as adequate
(since it would not, after all, describe the natural numbers!). Given
this, the straightforward claim that mathematicians would reject the
interpretation of P as “P is not provable” because they accept nonstan-
dard models as the basis for interpreting arithmetic is surely mistaken

17 The insistence that we limit ourselves to models of PA when we interpret arithme-
tic runs rather deep in Floyd and Putnam’s paper. At one point they even suggest
that, were we to find PA inconsistent, we should conclude that there are no admissible
interpretations of arithmetic (see 626).

18 This is not, perhaps, so surprising in Putnam’s case, as a similar insistence on
the priority of axioms over interpretations lies at the heart of his so-called “model-
theoretic argument” against realism. See sections iii–iv of Timothy Bays, “On Putnam
and His Models,” this journal, xcviii, 7 (July 2001): 331–50.

19 My guess is that mathematicians would initially focus on the uses of induction
in the proof. The hope would be that some well-motivated restriction of the induction
scheme would enable us both to restore �-consistency and to understand why our
initial scheme went wrong (for example, perhaps we allowed induction on some
subtly-paradoxical predicate/formula). This seems far more likely than the abandon-
ment of � which Floyd and Putnam urge upon us.
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(though it is equally surely what Floyd and Putnam’s argument re-
quires).

Second, although mathematicians would not abandon the interpre-
tation of P as “P is not provable” for the reasons Floyd and Putnam
suggest, there is one reason they might abandon it. Suppose it turns
out that the specific mathematics used in proving arithmetic expressi-
bility is somehow implicated by the discovery that PA � ¬P. (Say,
because there is some φ � PA such that (1) φ is crucial to the proof
of ¬P and (2) there are numbers n and m such that m codes a formula,
and n codes a proof of that formula, but PA\{φ} PROOF(n̂, m̂).)20

In such a case, the modifications to PA which are needed to avoid the
acceptance of nonstandard models might undercut various arithmetic
expressibility results. In doing so, they might also undercut the tradi-
tional interpretation of P.

This, then, looks like a circumstance where something like KC
might really be true. Still, there are some obvious worries. First, the
supposition in the last paragraph is extremely implausible. The nu-
meralwise representability results on page 199 can be proved in very
weak fragments of arithmetic, and it is hard to imagine these frag-
ments being problematic.21 Second, any discovery of problems in weak
arithmetic—say, in Q 0—would require such deep revisions of present
mathematics that it is virtually impossible to adjudicate questions
concerning “what we would/should do” in such circumstances. In
particular, neither I nor Floyd and Putnam are in a position to intelli-
gently evaluate KC under this kind of hypothetical. Finally, whatever
we would do under this hypothetical, we would do it for reasons other
than those Floyd and Putnam suggest. If, for instance, we would
abandon the interpretation of P as “P is not provable,” then we would
do so as part of a larger revision of PA aimed at keeping the standard
model of arithmetic; we would not accept nonstandard models in
order to keep the �-inconsistent PA.

This brings me to my third point: nothing I have just said implies
that mathematicians would lose interest in PA and its models (that is,
under the circumstances envisioned by KC). Just as logicians now
study nonstandard models of arithmetic (while acknowledging that

20 Of course, this particular result would simply block the proof of arithmetic
expressibility via numeralwise representability. The crucial case—and the case we
are really interested in—is where the elimination of φ would undercut every proof
of arithmetical expressibility (perhaps by undercutting the recursive definition of
satisfaction). Nevertheless, the case above illustrates the kind of problem at issue here.

21 So, for instance, numeralwise representability holds for systems as weak as Rob-
inson’s Q 0 (a fragment of arithmetic which involves no induction); it is very hard to
imagine Q 0 being �-inconsistent.
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these models are nonstandard), so mathematicians would continue
to think about nonstandard models after the discovery that PA � ¬P
(indeed, they would probably study them a lot more than they do
now). Nevertheless, the majority of mathematical work—and the work
that would be universally recognized as arithmetic—would continue to
involve the study of �: it would involve interpreting the language of
arithmetic on �, and it would look for axioms satisfied by �.22

These, then, are some reasons for thinking that Floyd and Putnam’s
argument for KC is flawed and that KC itself is mistaken. Before
moving on, I think it is useful to digress a moment and examine a
claim similar to KC outside the mathematical context. Suppose we
have a formal axiomatization of some part of physics—call it T and
suppose that it is formulated in the language L. Next, suppose we
discover that T proves things that conflict with the basic physical
phenomena T was supposed to describe (for example, T makes a
series of glaringly false predictions). Then, just as in Floyd and Put-
nam’s case, we face a choice: we can abandon T and start looking for
new axioms that better describe the phenomena we are interested
in, or we can abandon the physical phenomena and start studying
arbitrary models of T (numerical models, perhaps).

Here, I think it is obvious that the physics community would take
the first option. T was interesting only (or, at least, primarily) because
it seemed to describe a specific class of physical phenomena (that is,
described it via the standard interpretation of L). Once T goes wrong
about such phenomena, then T has to be modified. In the scientific
case, therefore, preserving the original interpretation of our language
turns out to be far more important than preserving our original
axiomatization. I see no reason to think that things are different for
the mathematical case; hence, I see no reason to accept Floyd and
Putnam’s argument for KC. At the very least, the structural similarities
between their argument and the (obviously faulty) physical analogue
should lead us to be highly suspicious of the former.

iii. on gödel’s theorem
In this section, I turn from Floyd and Putnam’s defense of KC to
make some brief comments concerning the conclusions they draw
from this claim. First, I concede a point: there is nothing in the formal

22 A qualification is in order here. A lot of current work in arithmetic focuses on
the purely algebraic properties of the natural numbers (and associated structures
like � and �). To the extent that nonstandard models of � (and the associated
nonstandard versions of � and �) continue to satisfy the relevant algebraic axioms,
people working on algebraic number theory may not care about nonstandardness.
Nevertheless, no matter how interesting these nonstandard models are (to algebrists
and logicians), the canonical core of arithmetic will continue to be the study of �,
and the axioms for arithmetic will have to be axioms satisfied by �.
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structure of P—that is, in P ’s very syntax—which forces us to interpret
P as “P is not provable.” Nor, as Floyd and Putnam notice, does Gödel’s
original proof require such an interpretation. So, if these were the
only ways of providing a mathematically significant interpretation of
P, then Floyd and Putnam would be right in challenging the claim
that P means “P is not provable.”

Fortunately, these are not the only respectable ways of interpreting
P. The natural interpretation of the language of arithmetic—the inter-
pretation under which “�” means plus, “�” means times, and “∃x”
ranges over the natural numbers—can be made perfectly rigorous.
At present, it would be most natural to do this using model-theoretic
machinery or Tarski’s original apparatus of language, metalanguage,
meta-metalanguage, and so forth. But even without this machinery,
we can formulate the interpretation in a mathematically perspicuous
manner. Indeed, Gödel himself uses this interpretation in his 1931
paper, both to formulate the notion of arithmetic expressibility and
to prove theorems involving this notion.23

Further, this interpretation has closer ties to the incompleteness
theorem than Floyd and Putnam’s argument would lead one to be-
lieve. I have already noted that Gödel uses the interpretation in several
parts of his paper, and he seems to presuppose it in many of his informal
asides.24 More substantially, the interpretation helps to explain why
Gödel’s theorem is interesting in the first place. The theorem is not
interesting because it shows that a randomly selected axiom system
happens to be incomplete: there are lots of incomplete axiom systems,
and most of them are rather boring.25 Instead, the theorem shows
that a standard axiomatization of arithmetic—of the theory of �—is
incomplete. More significantly, the theorem does not just show that
this particular axiomatization is incomplete. Rather, it shows that arith-
metic is intrinsically incomplete: no recursive extension of PA (or even
of Q0) provides a complete axiomatization of arithmetic.26 It is this
intrinsic incompleteness of arithmetic which makes Gödel’s first theo-
rem so interesting.

Finally, and most importantly, although it is certainly true that
Gödel’s original proof of incompleteness was syntactic, there is an
alternate, semantic proof which makes essential use of the interpreta-
tion at issue here. This proof starts with the arithmetical expressibility
results from page 200 and then uses the argument which immediately

23 See Gödel, p. 181 for the definition of arithmetic expressibility. See pp. 183–87
for some theorems which use this notion.

24 See Gödel, pp. 149–51.
25 For example, the systems Ø, {P(c)}, and {c � d } are all trivially, and uninterest-

ingly, incomplete.
26 So, there is no way to “fix” the incompleteness of PA by adding a few new axioms.
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follows those results (again, page 200) to show that P is a true but
unprovable sentence (and, hence, that P is undecidable from PA).27

So, even though Gödel did not use this interpretation in his official
proof of incompleteness, the interpretation is still very closely related
to the underlying mathematics of Gödel’s paper.28

When all is said and done, then, I think that Floyd and Putnam
are mistaken in the conclusions they draw from KC. There is a perfectly
good—and a perfectly mathematically respectable—interpretation of
the language of arithmetic under which P expresses the fact that P
is not provable. On this interpretation, Gödel’s theorem really does
show that P is “true but not provable.” Further, this interpretation is
in no way foreign to Gödel’s work. Gödel uses the interpretation in
the paper where he proves his incompleteness theorem; the interpre-
tation helps to explain the significance of that theorem; and the inter-
pretation can be used—as Gödel well knew—to provide a rigorous
proof of that theorem. All of this is plain, simple mathematics; there
are no “metaphysical claims” anywhere on the horizon.

iv. “russell’s system” and foundations
Before concluding, I want make two remarks concerning an issue I
bypassed near the beginning of this paper: the fact that I have formu-
lated my arguments in terms of PA, while Wittgenstein, Floyd and
Putnam formulated theirs in terms of “Russell’s system.” Now on one
level, any reversion back to Russell’s system would only make my
argument stronger. PA is a far more widely accepted formal system
than Russell’s system is (or ever was). Hence, just as it is clear that
we would modify PA to deal with a discovery that PA is �-inconsistent
(as argued in section ii), it is even more clear that we would modify
Russell’s system to deal with an �-inconsistency in that context.29 As

27 It is worth noting that this semantic proof amounts to a formalization of the
informal proof given in the first paragraph of Wittgenstein’s remarks (see pages
197–98). Wittgenstein, however, goes on to criticize this proof in his second para-
graph. Surprisingly, it is just this criticism which Floyd and Putnam mean to be
defending. See Steiner for more on Wittgenstein’s rejection of the semantic proof.

28 Two historical comments are in order. First, Gödel himself was clearly aware of
the semantic proof of incompleteness: he sketches it at the beginning of his 1931
paper (pp. 149–51), and he outlines it again in a series of lectures given at Institute
for Advanced Study in 1934. Second, Gödel had several reasons for avoiding this
semantic proof in his 1931 paper. For one thing, the syntactic proof provides crucial
“ingredients” for proving the second incompleteness theorem (while the semantic
proof does not). For another, Gödel intended his theorem to have relevance to
David Hilbert’s program, but only the syntactic proof of the theorem could have
such relevance. Hence, Gödel had a number of purely mathematical reasons for
using a syntactic proof in 1931. Given this, Gödel’s use of the syntactic proof should
not be interpreted as a lack of awareness of the semantic proof (and still less as a rejection
of that proof).

29 Two technical issues deserve comment here. First, the notion of �-inconsistency
depends on the version of Russell’s system with which we are working. Gödel himself
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a result, the arguments I gave in sections ii and iii would be even
stronger if KC were reformulated in terms of Russell’s system. So,
there is nothing “slippery” in moving the arguments to PA for reasons
of perspicuousness.

On another level, though, there may seem to be a problem here.
Russell wanted his system to provide a foundation for mathematics:
to provide the framework in which other parts of mathematics are
formulated, and to set the standards for mathematical rigor. Given
this, it might seem odd to think that we can “step outside” this frame-
work to discuss its semantics (and then reject the framework if it does
not live up to our expectations!). To put the point in Floyd and
Putnam’s terms: “to confess that this is what one has to do would be
to abandon the claim for the foundational status of a system such as
Principia Mathematica entirely” (630). On this view, then, it may seem
that my entire argument in sections ii and iii depends on adopting
the wrong attitude toward our background axiomatization (on treating
it as “just one piece of mathematics among others”).30

Although this line may initially be tempting, it should be rejected
for two reasons. First, there cannot be a problem simply with stepping
back to study the metatheory of our axiomatization. For, if that were
the problem, then it would indict the study of proof theory as much as
the study of semantics (and, hence, indict the syntactic argument in
Gödel’s original paper). Any version of Gödel’s theorem will involve
some amount of “stepping back” from our foundational system (that

worked with a version of Russell’s logic which was “superimposed” on ordinary Peano
Arithmetic: in particular, Gödel’s formulation proved that “every object is a number.”
For this formulation of Russell’s system, the definition of �-inconsistency given in
footnote 10 works just fine.

If we work with the full system of PM—or, for that matter, with a system like
ZFC—then our system will prove that there are objects other than numbers (and
we will have to use a predicate or formula to pick out the particular objects which
we want to count as “natural numbers”). For such systems, we say that T is �-inconsistent
if there is a formula, φ(x), such that for each n, T � ¬φ(n̂), but it is also the case
that T � ∃x [NUMBER(x) & φ(x)]. This is a/the standard way of thinking about �-
inconsistency for systems which talk about more than number theory. (Note that if
we simply used the definition from footnote 10, then systems like T would be trivially
�-inconsistent.)

Second, the discovery that PM was �-inconsistent would leave us with several
different options. We could modify the underlying logic of PM; we could change the
way we formulate arithmetic in PM; or we could leave everything as it is and cease
to regard our system as a formulation of arithmetic (see the comments in the main
text vis-à-vis this last option). The only thing we cannot do, I contend, is to leave
things as they are and insist that we still have a formulation of arithmetic.

30 For what it is worth, Gödel himself seems to share my “bad attitude” toward
Russell’s system. For Gödel, Russell’s system was simply one of several “related systems”
to which his results applied, and he felt free to step back and discuss both the syntax
and the semantics of each of these systems.
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is why it is a result in metamathematics), and I see no principled reasons
for permitting us to step back to make syntactic generalizations, while
forbidding us to step back to make semantic generalizations.31 There-
fore, if the foundationalist worry is to be cogent, it has to focus on
the claim that metatheoretic analysis can make us give up a founda-
tional system (and not on the very idea of metatheoretic analysis).

Second, there are clear cases where we can be forced to give up a
foundational system (for example, when it proves a contradiction).32

And even when we do not give up a foundational system—because it
is too clear, precise and elegant to give up—we can still reject it as a
foundation for a specific discipline. If a “foundation for arithmetic” winds
up proving that 2 � 2 � 5, then it is not a foundation for arithmetic
(though it may well be foundation for something else). Similarly, if
a “foundation for analysis” proves that the derivative of x 3 � 1 is x 27

then it is not a foundation for analysis (though, again, it may be a
foundation for something else).33 It is just a crazy view of foundational
research which holds that, once a foundational system has been pro-
posed, we can no longer legitimately discuss whether that system is
effective at founding the subjects we wanted it to found in the first place.

In the end, then, I do not see any problems with either my move
from Russell’s system to PA or my willingness to consider modifications
of “foundational” axiom systems. In particular, I do not see any “foun-
dationalist” reasons for changing the conclusions I reached in sections
ii and iii. There is a perfectly good—and, indeed, a perfectly canoni-
cal—interpretation of arithmetic under which Wittgenstein’s P really
does say “P is not provable.” Given this interpretation, Gödel’s theo-
rem helps to show that there are “true but unprovable” sentences of
ordinary number theory. Nothing in Wittgenstein’s remarks—or in
Floyd and Putnam’s analysis of those remarks—should lead us to
think otherwise.

timothy bays
University of Notre Dame

31 As a point tu quo, I would note that Floyd and Putnam themselves engage in
purely semantic reasoning about Russell’s system. So, for instance, they argue that
it would be acceptable to define “truth in PM” as “holding in all models of PM”
(631). Similarly, they are willing to prove that, if PM � ¬P, then all models of PM are
nonstandard (625). Given this, it would be unreasonable for them to object in principle
to the semantic analysis of foundational systems.

32 The important point, here, is that we can recognize from the outside that contra-
dictions are unacceptable. We do not just accept contradictions because our “founda-
tional” system tells us to. Hence, we certainly have some ability to step back and
engage in critical reflection on (purported) foundations.

33 And, I would argue, if a “foundation for arithmetic” winds up being �-inconsis-
tent, then it is not really a foundation for arithmetic (whatever other virtues it might
happen to have).
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Reasonably Vicious. candace vogler. Cambridge: Harvard University
Press, 2002. viii � 295 p. Cloth $47.00.*

Candace Vogler’s insightful and provocative book takes on several
projects that unfold one from another, as if new philosophical aims
were being discovered along the way. Its initial aim is to explain why
it is that instrumentalist theories of practical reasoning have such grip
on us, such that there seems to be a recurring need to attempt to
refute them. In explaining that, Vogler distinguishes between instru-
mentalism as such, which includes a “bifurcationist” moral psychology
that radically differentiates the cognitive from the volitional, and
“calculative” theories of practical reasoning, which do not, but instead
concentrate on the end-means form of “practical justification.” Her
explanation of instrumentalism’s grip on us is, roughly, that instru-
mentalism is easily confused with the view that all practical justification
is calculative. The second task, then, becomes shoring up the plausibil-
ity of the latter thought. The third layer of the project concerns the
particular way that she sets out to shore this up, namely by resurrecting
Aquinas’s division of worldly goods into the useful, the pleasant, and
the fitting. Five of the book’s eight chapters are devoted to elaborating
and expounding this division. Finally, as an apparently independent
aim, and seemingly as an afterthought, the book arrives at its title
theme, addressing the connection between calculative practical rea-
soning and morality. Vogler argues that an amoralist does not neces-
sarily suffer from any calculative practical irrationality.

Vogler’s initial diagnostic chapter usefully distinguishes among (a)
the metaphysics and epistemology of value, (b) the moral psychology
of action, (c) the structure of practical reasoning, and (d) the struc-
ture of practical justification (12). Her principal point in making
these distinctions is to suggest that the opponents of so-called “instru-
mentalism” have been sloppy about them and have supposed that a
thesis in one of these categories (such as the assertion of a Humean,
bifurcationist moral psychology) necessarily combines with a thesis
in another (such as the assertion that the structure of practical justifi-

* This review has benefited immeasurably from extensive discussion of Vogler’s
book with William Haines, Samuel Kerstein, Mark C. Murphy, Nancy Sherman, and
Karen Stohr.

0022-362X/04/0104/211–15  2004 The Journal of Philosophy, Inc.
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cation is necessarily “calculative,” or end-means). The first two catego-
ries are dropped from consideration early on, and, as the book pro-
ceeds, it becomes increasingly clear that Vogler is devoting all of her
attention to the last, the “structure of practical justification.” How are
the final two categories distinguished?

The distinction Vogler is drawing between the structure of practical
reasoning and the structure of practical justification becomes fully
clear only in chapter 7. There, she addresses those unnamed philoso-
phers who have argued that sound practical reasoning can settle upon
new final ends that are not means (causal or constitutive) to ends
with which the deliberator started (157). In response, Vogler argues
that even assuming this is possible, still, deliberation itself is an action
or activity, and as such proceeds with an end in view, namely figuring
out what to do (166). Here, she might have quoted Kant: “every action
has its end.”1 Accordingly, all deliberation or practical reasoning, no
matter what its structure or content, is calculative in form, as it is
directed to figuring out what to do (169).

What follows from this seemingly innocuous observation? Figuring
out what Vogler takes to follow from it is complicated by the book’s
intermixture of diagnosis and more straightforward argument. For
many of its pages, it seems she may simply be aiming to give the
calculative view a run for its money in order to indicate how instrumen-
talist views could ever have had such a hold on us, whereas in other
places she is clearly defending theses in her own voice. Among the
theses she appears to be defending are a weaker and a stronger, each
thrice repeated. The weaker thesis amounts to a denial of the kind
of reasons externalism long ago defined by the late Bernard Williams:

Noncalculative theorists insist that there can be reasons for an agent to
B quite apart from her plans, projects, particular attachments, character,
skills, habits, or further ends; the calculative theorist denies this (50,
150, 185).

Thus, at one level, Vogler’s defense of the calculative theory of practi-
cal reasoning comes down to insisting that practical reasoning can
generate reasons for action only by virtue of drawing on ends that
antecedently have a foothold in the agent’s motivational set. Unlike
bifurcationist defenders of internalism, however, Vogler seems happy
to let the truth of the calculative theory, so described, rest on the
conceptual fact that, because practical deliberation is a kind of action,
it necessarily begins with an end in view, namely that of figuring out

1 The Metaphysics of Morals Mary Gregor, trans. (New York: Cambridge, 1996),
Ak. 385.
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what to do. If this is all that internalism, or the calculative view, entails,
then there is indeed little reason to resist it.

Vogler also provides a stronger statement of the calculative thesis
about practical justification, however—one that she is also out to
defend:

Let A and B be actions of different types. One has reason to A only if
one takes it that A-ing is a means to (or part of) attaining (or making
it possible to attain) a further end, B-ing, and one wants to B (for no
particular reason or because B-ing is pleasant, useful, or fitting) (48,
73, 149).

Here is a seemingly controversial version of the calculative theory—
and also the link to Aquinas’s tripartite division of goods. The un-
named philosophers who argue that sound practical reasoning can
establish new ends would presumably want to contest this restriction
on reasons for action—or would they?

Before we can answer this question, we must attempt to clear up some
apparent anomalies in this stronger formulation of the calculative
theory. We need to understand (i) why this thrice-repeated formula-
tion would be structured so as apparently to demand a regress of
practical reasons, (ii) how it can help make intelligible that one has
any practical reasons, and (iii) why it requires that the agent believe
there to be an end-means connection between B and A. The first
issue arises because this is plainly put forward as a universal generaliza-
tion across actions or action-types. Suppose that one has located a
pair of actions, A and B, that one takes to be related as means to end,
and that one wants to B. Then one has satisfied this necessary condi-
tion for having a reason to A. But does one have a reason to B just
by virtue of wanting to (for no particular reason, say)? No, for the
thesis again applies to B: there must be some other action C to which
B is related as a (causal or constitutive) means if the agent is to have
any reason to B. And so on ad infinitum. Vogler nowhere addresses
this regress of reasons as a worry: that is the first puzzle with this
stronger formulation. It is intimately connected with the second puz-
zle: How can this end-means relationship help make a reason for
action intelligible if it is enough that B is something that the agent
wants “for no particular reason”? If this answer is available, why is it
not already available at the first layer, enabling the agent to evade
this supposed necessary condition simply by saying “I felt like A-ing”?
Finally, does it not seem crazy to hold that an agent has a reason for
acting only if she “takes it” that a relevant end-means connection
holds? Consider Williams’s classic description of the agent who “be-
lieves that this stuff is gin, when it is in fact petrol. Has he reason, or
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a reason, to mix this stuff with tonic and drink it? On the one hand,
it is just very odd to say that he has a reason to drink it…. On the
other hand, if he does drink it, we not only have an explanation of
his doing so (a reason why he did it), but we have such an explanation
which is of the reason-for-action form.”2 Now, Vogler’s stronger thesis
states only a necessary condition for the existence of a practical reason,
not a sufficient one, so she is not committed to saying that Williams’s
agent has a reason to drink the glass of gas. Conversely, however, she
is committed to the claim that if, unbeknownst to the agent, the glass
contains, not gin but an antidote to a poison that is about to kill her,
still the agent has no reason to drink it unless she wants some gin.
This seems equally odd.

Williams’s description, however, provides the clue we need to re-
solve this puzzle as well as the other two. Although Vogler pointedly
drops the theology to which each was committed, she follows G.E.M.
Anscombe even more closely than she follows Aquinas. In particular,
she finds Anscombe’s concentration on actual actions, and the ques-
tion why they were done, to be considerably more fruitful than the
“deliberationist” question of how we reason about which actions to
take. In Williams’s original petrol/gin case, “if he does drink it,” and
we ask why he did, we will want to know what he took there to be in
the glass. By the same token, if he did not take there to be any crucially
needed antidote in the glass, then there will be no mystery why he
refrained from drinking. Following Anscombe, Vogler is concentrat-
ing on the justification of actions actually done.

This Anscombian focus on the enterprise of explaining actions
already done helps explain Vogler’s differentiation, which may have
seemed mysterious when presented above, between the structure of
practical reasoning and the structure of practical justification. It also
helps with the other two puzzles about her stronger formulation. The
regress of reasons is not a worry, as there is no ambition to locate the
ultimate normative grounds of action. Rather, to “justify” an action
in the relevant sense, it appears, is simply to lay out the end-means
form without which, as Aristotle and Anscombe have helped us see,
no movement can be grasped as a case of action. That this is what
Vogler means is confirmed by an elaborate thought experiment in
chapter 6, in which she asks us to imagine what the practical world
would look like if the “calculative order” were wholly drained out
of it. Affirming that “the calculative form revealed by answers to
Anscombe’s ‘Why?’ question belongs to intentional action as such,”

2 “Internal and External Reasons,” in Moral Luck (New York: Cambridge, 1981),
pp. 101–13, here see p. 102.
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she notes that if the calculative relation were removed from the world,
actions would decompose into meaningless fragments (130f.). Thus, to
the question “Why are you crossing the road?” you would have available
only the answer, “because I felt like it” (or “for no particular reason”).
But, she suggests, that is also the only answer one would have to the
questions “Why are you stepping off the curb?” and “Why are you lifting
your left foot?” Remove the calculative form, and intentional action as
such collapses. Conversely, the “justification” with which she is concerned
is provided so long as this calculative form, conceptually necessary to all
intentional action as such, is restored. That is why a regress vainly in
search of a stopping point to “Why?” questions is not a concern and
why intelligibility is sufficiently provided, for Vogler’s purposes, by indi-
cating an action’s calculative form.

Accordingly, Vogler’s stronger formulation, on this reading, is not
nearly as controversial as it had appeared. The unnamed philosophers
who defend the possibility of reasoning practically about final ends
can accept even this stronger formulation, on the understanding that
it is simply formulating a necessary condition on an agent’s reasons
in acting (as she actually is or has), not a necessary condition on the
reasons that bear on an agent’s deciding how to act. By the same
token, it should be easy to accept her title claim: vicious actions can
enjoy the “reasonableness” of the calculative form. In other words,
evil action is possible.

With this interpretation taken as read, Vogler’s explanation of why
instrumentalism has had such a hold on us makes perfect sense: it
has had a firm hold on us because all intentional action is calculative
in form. As Kant said, “every action has its end.” Setting aside, with
Vogler, issues about the moral psychology of practical reasoning, what
we can say is that instrumentalist theories of practical reasoning have
retained a grip on us because of our persistent tendency to confuse the
form of intentional action with the structure of practical reasoning.
Calling this kind of calculative view a theory of practical “justification”
is somewhat misleading; but as long as we pay sufficient attention to
Vogler’s frequent invocations of Anscombe and to her disinterest
in “deliberative” accounts of practical reasoning, we will be able to
remember that she is really talking about the reasoned structure of
intentional action as such.

In thus attempting to clarify the core elements of Vogler’s argu-
ment, I have not had space to describe her fascinating explorations
of the pleasant, the useful, and the fitting. Philosophical readers are
bound to find reading these chapters pleasant, useful, or a fitting use
of their time.

henry s. richardson
Georgetown University
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